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1. Introduction

Much interest has been evinced on the properties
of weakly bound van der Waals complexes of π-sys-
tems because of their utility in diverse fields (Figure
1).1-14 Theoretical calculations of these properties
have generally been marred by an inherent floppiness
of these weakly bound complexes.7-15 Hence, char-
acterization of the global minimum structure of these
weakly bound complexes has been a challenging
problem, as one is confronted with a potential-energy
surface which in most cases is shallow and anhar-
monic.16 The problem becomes more acute for large

clusters, wherein several isoenergetic and stable
configurations exist. When the anisotropy of the
intermolecular potential in the ground vibrational
state is fairly large, the complex can be localized to
a valley corresponding to the global minimum. In any
case, one of the major bottlenecks in the theoretical
characterization of these systems has been the avail-
able computational resources.

The spectacular progress in the development of
highly efficient computational algorithms and com-
puter hardware has dramatically altered the scenario
on the theoretical front in the last couple of years.
Thus, complexes which were once considered intrac-
table can be theoretically characterized to a high
degree of accuracy. These characterizations include
the elucidation of the geometrical features of com-
plexes which cannot be obtained experimentally, the
determination of the interaction energies of these
complexes which are important in understanding
their formation and stability, and the interpretation
of the experimental vibrational and rotational spec-
tra.

Experimentally and theoretically, one of the vexing
issues of intermolecular interactions is on how an
interplay of attractive and repulsive forces govern the
interaction of two or more isolated molecules. When
one of the molecules involved has π-bonds, this
interplay attains a lot of significance not only on the
interaction energies but also on the geometries
exhibited by these complexes. Apart from the diffuse
nature of the electron density in the π-system, a
number of other factors also gain importance. These
factors include the nature of substituents (electron-
withdrawing or electron-donating), the presence of
heteroatoms (oxygen or nitrogen) either as substit-
uents or as constituents of the aromatic rings, and
the presence of additional rings (polycyclic π-sys-
tems).

Some of the earliest theoretical successes in the
study of van der Waals complexes have been achieved
on systems containing π-systems, both aromatic and
olefinic. It should be noted that molecules such as
HCN and H2CO also contain π-bonds, but the π-com-
plexes formed by these molecules are not equilibrium
structures. What makes the complexes of these
π-systems interesting are that most of the π-systems
are excellent chromophores and hence spectroscopi-
cally accessible. As a result, one can readily charac-
terize the changes resulting from an interaction of
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the π-system with another system. Indeed, this is one
of major reasons for the availability of a large amount
of experimental data on these complexes. Since subtle
variations of the ring substituents lead to significant
changes in the reactivity, they are excellent model

systems to study the reactivity of molecules in the
gas phase. Before we go into the details of the nature
of the intermolecular interactions and their influence
on the geometries, energetics, vibrational frequencies,
and charges of these complexes, it is useful to recall
that attractive forces are mainly comprised of elec-
trostatic, dispersive, and inductive interactions while
the repulsive forces are mostly due to exchange
repulsions. Each of these components has a different
physical origin, magnitude, and directionality. Thus,
electrostatic forces result from interactions between
the permanent electric multipole moments of the
complex partners; induction forces result from inter-
actions of the permanent electric multipole moment
of one monomer with the electric multipole moment
induced in the other monomer; dispersion forces
result from the mutual polarization of the electron
densities of the two interacting monomers; repulsive
forces result from the Pauli exclusion principle, which
prevents the electrons of one monomer from pen-
etrating into the occupied space of the other mono-
mer. This exchange repulsion increases with increas-
ing overlap and is always destabilizing. In the course
of the review, we illustrate the importance of the
effects of these repulsive interactions on the proper-
ties exhibited by complexes containing π-systems. In
particular, we emphasize that the geometries and
energies of these complexes are more a result of the
system trying to minimize the destabilizing repulsive
interaction than an increase in the stabilizing at-
tractive interactions. Additionally, we show how
theoretical calculations, in contrast to tedious ex-
perimental observations, help examine the changes
in the nature of the interaction as the level of
complexity and the number of intermolecular inter-
actions are increased in a systematic way.

Some of the pertinent issues which will be ad-
dressed in the course of this review are the follow-
ing: (i) What are the similarities/differences between
complexes formed from olefinic and aromatic π-sys-
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tems? (ii) How does the substituent, which modulates
the charge distributions of the aromatic or olefinic
molecule, influence the geometries, interaction ener-
gies, and vibrational frequencies of these π-complex-
es? (iii) How does the interplay of the repulsive and
attractive forces govern the binding of different
molecules to these π-complexes? (iv) What are the
major differences between conventional H-bonds and
the weak bonds formed with these π-systems? (v) The
extent of charge reorganization in the formation of
these weakly bound π-complexes. (vi) The relative
contribution of intra- and intermolecular effects on
the reactivity observed in these complexes. (vii) A
related but vital issue is the aspect of these π-com-
plexes behaving as precursors of chemical reactions.
This issue is particularly highlighted with regard to
electrophilic aromatic substitution reactions. In con-
trast to the interaction of π-systems with isolated
molecules (M), their interaction with larger clusters
of molecules (Mn) brings to fore a number of signifi-
cant issues. Thus, in addition to the interaction of
the π-system with each of the individual molecules
in the cluster, the interaction between the molecules
in the clusters also become significant. Thus, it would
be interesting to examine how the presence of both
π-M and M-M interactions influence the resulting
properties of the complex.

In the following sections, after a brief overview of
the theoretical methods, the salient results obtained
from high-level ab initio calculations for a wide
variety of π-complexes will be discussed. In the case
of the larger π-systems, the discussion also includes
results obtained from empirical and semiempirical
calculations. The emphasis of the review to a large
extent is on the origin of some of the experimental
features (geometries, energies, frequencies) of these
π-complexes. However, in the course of the review,
we also focus on the state-of-the-art in the theoretical
characterization of these π-complexes.

2. Theoretical Methods
A wide variety of theoretical methods have been

employed to investigate the complexes reported in
this review. These methods include Monte Carlo and
molecular dynamic simulations using a wide variety
of potentials.17-22 For more details on potentials, see
the review of Engkvist, Astrand, and Karlström in
this volume. The semiempirical method developed by
Claverie et al. also merits mention because of its
widespread usage by a number of groups carrying out
calculations on clusters.23-26 This method is based on
the “exchange perturbation theory”. Thus, at the
second order of this treatment, the interaction energy
is obtained as a sum of four terms: electrostatic,
polarization, dispersion, and short-range repulsion.
The representation of each of these contributions by
simple analytical formulas helps this method give a
reliable description of the interactions for all inter-
molecular distances. Since the repulsive term in-
cludes the influence of electron population variation
on the van der Waals radius of each atom, there are
some problems in the description of the hydrogen
atom. These problems have been mitigated to some
extent by taking into account the polarization terms
of order n (n > 3) and the term of polarization
exchange. Though these empirical and semiempirical
methods have been quite useful in the description of
these complexes, detailed ab initio calculations have
been instrumental in obtaining a clear overview of
the structure, interaction energies, and vibrational
frequencies of these complexes.

Two different approaches have generally been
employed to carry out ab initio calculations of these
complexes. These include the supermolecular (SM)
variational method (wherein the interaction energy
is the difference between the energy of the cluster
and the energies of the isolated systems) and the
perturbational method27 (wherein the interaction
energy is computed directly as a sum of physically

Figure 1. Examples of situations where theoretical calculations of complexes containing π-systems might prove to be
useful.
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distinct contributions: electrostatics, exchange, dis-
persion, and induction). While the accuracy of both
the supermolecular and perturbational approaches
depends on the size of the basis set used and the level
of the correlation employed, the perturbational ap-
proach suffers from more practical problems. For
large systems, most of the available programs can
evaluate only the simpler of the various possible
energy contributions consituting the total interaction
energy.

Given the several practical advantages of the
supermolecular approach over the perturbational
approach, which include the wide availability of a
large number of programs,28-33 it has been exten-
sively employed in the evaluation of the intermolecu-
lar energies, geometries, and harmonic vibrational
frequencies. Since dispersive interactions have a vital
contribution to the total interaction energy exhibited
by these π-complexes, it becomes important to ex-
plicitly include electron correlation in the calcula-
tions. In the past, the widely used methods which
took into account the effect of electron correlation
were the Møller-Plesset (MP),34 configuration inter-
action (CI),35 and the coupled-cluster (CC) meth-
ods.36,37 However, the recent advent of density func-
tional theory (DFT) based methods,38-40 which allow
one to include electron correlation at lower compu-
tational costs and also obtain reasonable results, has
led to its widespread usage in a number of calcula-
tions. The results obtained from DFT methods are
in most cases satisfactory, but their accuracy to a
large extent is dependent on how good the functionals
are suitable for the particular system under consid-
eration.

Even though there are some practical problems
with the perturbational approach, it is the only
available recourse toward understanding the nature
and origin of intermolecular interactions involving
π-systems.41,42 In this context, the symmetry adapted
perturbation theory (SAPT) program43 has been
extensively employed in the recent past in the
investigation of the interaction energies and its
components for a number of systems.43-58 An efficient
use of SAPT involves the evaluation of the interaction
energy on the geometry of the energy minimum of
the complex.

At the suggestion of one of the referees, we briefly
recapitulate the salient features of SAPT.42,43 In
SAPT, the dimer is described in zeroth order by the
product of wave functions of unperturbed monomers.
The penetration effects are included in SAPT by
keeping the interaction potential in the nonexpanded
form. The exchange effects are included by acting on
the wave function with operators interchanging
electrons between the interacting systems. Since the
monomers’ wave functions (i.e., ψ0 is unavailable) are
not known for many-electron systems, the most
practical approximations are the Hartree-Fock de-
terminants Φx. The intramonomer correlation con-
tribution is then obtained in a perturbative way, i.e.,
double-perturbation approach. Møller-Plesset par-
titioning is used to decompose the monomer Hamil-
tonians HA and HB into the Fock operator FX, X ) A
or X ) B, and the intramonomer correlation operator

WX ) HX - FX. The total Hamiltonian decomposes
then as H ) F + V + W, where F ) FA + FB is the
new unperturbed operator, W ) WA + WB is the
operator accounting for intramonomer correlation
effects, and V is the (nonexpanded) intermolecular
interaction operator. The zeroth-order function is
given by the product of the Hartree-Fock determi-
nants:

The double-polarization expansion for the wave func-
tion and interaction energy is obtained by the Taylor
expansion around λ ) 0 and µ ) 0 of the functions
E(λ,µ) and Φ(λ,µ) defined for each λ and µ by the
equation

The corrections of the double-symmetrized Rayleigh-
Schrödinger theory are defined by an analogous
Taylor expansion of the function

The resulting double SAPT series for the interac-
tion energy can be written as

where n and i denote the order with respect to V and
W, respectively. In each order the electrostatic part,
given by the standard Rayleigh-Schrödinger expan-
sion, and the exchange part which results from
tunneling of electrons between interacting systems
are separated. Thus, the intramonomer correlation
contribution through the kth order can be repre-
sented as

and similarly for the exchange components.
The SAPT components can be classified either as

describing the interactions at the Hartree-Fock level
or as the corrections for the effects of electron
correlation. The former components can be related
to the supermolecular Hartree-Fock energy Eint

HF

where “ind” denotes the induction component and
“resp” indicates that a given component has been
computed including the coupled Hartree-Fock re-
sponse for the perturbed system. The δint,resp

HF collects
all induction and exchange-induction terms of order
higher than the second. The total interaction energy
is then computed in a hybrid approach as

Φ0 ) ΦAΦB (1)

(F + λV + µW)Φ(λ,µ) ) E(λ,µ)Φ(λ,µ) (2)

Ε(λ,µ) )
〈Φ(0,µ)λVAΦ(λ,µ)〉

〈Φ(0,µ)AΦ(λ,µ)〉
(3)

Eint
SAPT ) ∑

n)1

∞

∑
i)1

∞

(Epol
(ni) + Eexch

(ni) ) (4)

εpol
(n)(k) ) ∑

l)1

k

Epol
(nl) (5)

Eint
HF ) Epol

(10) + Eexch
(10) + Eind,resp

(20) + Eexch-ind,resp
(20) +

δint,resp
HF (6)

Eint
SAPT ) Eint

HF + ESAPT
corr (7)
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where ESAPT
corr is the sum of the correlation compo-

nents of SAPT. Though this ansatz is not rigorous,
the incorporation of the higher order induction and
exchange-induction contributions leads to a signifi-
cant improvement in the calculated energies. The
correlation contribution to the interaction energy is
obtained as

where εexch
(1) (CCSD) incorporates intramonomer cor-

relation at the level of the coupled-cluster single and
double excitations and tEind

(22) is the “true” correlation
part of Eind

(22). The exchange part of this component is
estimated from

The evaluation of some of these components was
computationally not feasible for the larger benzene
complexes. In those complexes, the correlation con-
tribution to the interaction energy is obtained as

We have observed that the total SAPT interaction
energy obtained in such a fashion is equivalent to
the basis set superposition error (BSSE)-corrected
supermolecular second-order Møller-Plesset pertur-
bation (MP2) interaction energy.

To facilitate the discussion of these interaction
energy components, we have found it useful to collate
both the Hartree-Fock and correlation components
of each energy term and represent the total SAPT
interaction energy Eint

SAPT as

where Epol
(1) is the electrostatic energy of the mono-

mers with the frozen electron distribution, Eexch
(1) is

their first-order valence repulsion energy due to the
Pauli exclusion principle, Eind

(2) stands for the second-
order energy gain coming from the induction interac-
tion, Eexch-ind

(2) represents the repulsion change due
to the electronic cloud deformation, Edisp

(2) is the sec-
ond-order dispersion energy, and Eexch-disp

(2) stands
for the second-order correction for a coupling between
the exchange repulsion and the dispersion interac-
tion. Detailed derivations of the various contributions
are available in references 27, 42, and 60. A review
of the latest developments in SAPT and its applica-
tions can be found in the review of van der Avoird in
this issue.

While the choice of basis set is mainly dependent
on the nature of the problem and the available
computational resources, it is our observation that
in the case of calculations involving π-systems, the

chosen basis function should be able to reproduce the
multipole moments and polarizabilities of the mono-
mers and to recover large portions of the dispersion
energy. While different groups have varying ap-
proaches to this choice of basis set, we believe that
diffuse functions should be included in the basis set
to obtain relatively reasonable results. In the past,
Hobza and co-workers have shown that use of the
6-31+G* basis set leads to fairly accurate values of
polarizability and the quadrupole moment of ben-
zene.61 Though a number of calculations reported
herein have been carried out using the 6-31+G* basis
set, the results obtained using the larger aug-cc-
pVDZ, 6-311++G** and even larger basis sets are
more reliable. It should, however, be noted that the
use of the larger basis sets leads to a dramatic
increase in the computational effort.

After the choice of a basis set, one is confronted
with BSSE, which in most cases leads to an overes-
timation of the interaction energies. One of the widely
used methods to correct for the BSSE is the coun-
terpoise method.62,63 Though a number of authors
have provided both formal and numerical proof that
counterpoise correction yields a pure interaction
energy,64-67 a number of recent papers have still
raised doubts on the efficacy of this procedure in
obtaining accurate interaction energies. This is par-
ticularly true when the size of the molecular cluster
is large because one cannot employ very large basis
sets to carry out these calculations. Some of the
reasons for such doubts being raised are (i) the very
large BSSEs encountered in such calculations, (ii) the
large deviations exhibited by the BSSE-corrected
interaction energies from the experimental estimates,
and (iii) the computational effort involved in evaluat-
ing the BSSE corrections. More recently, some au-
thors have claimed that the normal recipe of coun-
terpoise correction of carrying out a single-point
correction without further optimization does not find
the correctly optimized structure.68 Hence, they have
advocated that geometry optimizations should be
carried out using explicit BSSE corrections.68 How-
ever, the computational effort associated with such
methods is quite substantial, and hence, they are
suitable for very small systems. Moreover, these
optimizations lead to worse results in cases where
the basis set incompletion error (BSIE) is substantial.

While, in principle, the errors in the interaction
energy resulting from both BSSE and BSIE are
negligible at the basis set limit, such calculations are
computationally feasible only for very small systems,
especially when electron correlation has to be explic-
itly included. Therefore, one is forced to use medium-
sized basis sets to carry out these calculations.
Though the BSSE-corrected interaction energies in
such cases are theoretically accurate, they show large
deviations from the experimental estimates. Efforts
to explain this deviation have included those of
Davidson and Chakravorty, who observe that with
medium-sized basis sets, the counterpoise correction
is able to provide a reasonable estimate of the
intermolecular correlation repulsion effect but a large
percentage of the corresponding intermolecular at-
tractive correlation energy is not recovered.69,70 On

ESAPT
corr ) εpol,resp

(1) (3) + εexch
(1) (CCSD) + Edisp

(20) +

εdisp
(2) (2) + Eexch-disp

(20) + tEind
(22) + tEexch-disp

(22) (8)

t Eexch-ind
(22) ≈ Eexch-ind,resp

(20)
tEind

(22)

Eind,resp
(20)

(9)

ESAPT
corr ) εpol,resp

(1) (2) + εexch
(1) (2) + Edisp

(20) + Eexch-disp
(20)

(10)

Eint
SAPT ) Epol

(1) + Eexch
(1) + Eind

(2) + Eexch-ind
(2) + Edisp

(2) +

Eexch-disp
(2) + δint,resp

HF (11)
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the other hand, Gutowski et al. asserted that the
deviation arises from a poor choice of the basis set
rather than from the counterpoise correction.71 A
more detailed and elaborate description of BSSE, the
methods to correct it, and its effect on various
molecular properties can be found in the reviews of
van Duijneveldt and co-workers.72,73

Given this background, we found it useful to
employ a 50% BSSE correction when comparing the
theoretically evaluated quantities such as interaction
energies, enthalpies, and free energies with the
experimentally determined ones.74-76 It should be
clearly mentioned that the 50% BSSE correction
cannot be theoretically justified, and as a result,
many authors have advocated against its use. How-
ever, in the particular case of calculations of large
molecular complexes with moderate basis sets, the
method often yields good results because the ordinary
BSSE tends to cancel the lack of dispersive interac-
tions in small and moderate basis sets. Thus, in
Figure 2, wherein the BSSE-uncorrected and -cor-
rected interaction energies evaluated at the MP2
level are plotted for two different large systems (the
ring form of the water hexamer76 and the benzene-
water (Bz-H2O) complex)77 with different basis sets,
the 50% BSSE correction seems to yield decent
interaction energies, especially with moderate basis
sets. The 50% BSSE correction should, however, be
used with caution. We advocate that various pos-
sibilities (carrying out calculations using different
basis sets) of obtaining good interaction energies
should be examined before using the 50% BSSE
correction as a last resort. It is of interest to note that
a similar strategy (mean of the uncorrected and
BSSE-corrected interaction energies) was employed
by Halkier et al. and Schütz et al. in their high-level
theoretical studies of the water dimer to obtain
accurate estimates of the interaction energy of the
water dimer.78,79

A problem most frequently encountered in the field
of molecular clusters is the comparison of the theo-
retically obtained values to the experimental data.
Since in most cases the interaction energy is rarely
obtained experimentally, one is forced to compare the
values to the more easily obtained interaction en-
thalpies; i.e., in addition to the inclusion of zero-point

vibrational energy (ZPVE), the temperature-depend-
ent enthalpy terms should also be included. Thus, it
becomes important to include the anharmonic con-
tributions. However, this is easier said than done,
because many practical problems are involved in an
elaborate evaluation of the cubic and quartic force
constants, which are necessary to evaluate the an-
harmonic corrections. Hence, success has been
achieved for very small-sized clusters.74,80 In the case
of larger clusters, a compromise, therefore, has to be
made between the level of accuracy needed and the
available computational resources. In some cases, one
can also carry out the anharmonic correction by
considering only the highly anharmonic vibrational
mode.

The role of atomic charges in monitoring the
changes in the electrostatic profiles of the individual
monomers as a result of cluster formation is well-
known. Several theoretical schemes, which include
those developed by Mulliken and Löwdin, have been
employed to evaluate these charges. In recent years,
the use of the natural bond orbital (NBO) analysis
has been more widespread. Details of these scheme
are available in a review by Reed and Weinhold.81

An important highlight of this method is that unlike
most other charge partitioning schemes, it is unaf-
fected by the presence of diffuse functions in the basis
set. A recent article describes the use of this method
in the description of clusters.82

The theory of “atoms in molecules” (AIM), an
innovative approach to probe the shifts in the elec-
tronic charge as a result of bond formation, has
recently been applied to the investigation of weakly
bound complexes.83 While arguments have been
extended against the use of this method on the basis
that charge transfer does not explain the preferred
orientations found in most intermolecular complexes,
recent evidence obtained using both the AIMPAC and
MORPHY programs84,85 seems to suggest that in the
case of some complexes it can be used to obtain
significant insight into the nature of weakly bound
complexes.86-91

Before we progress into a detailed discussion of the
various complexes, we briefly highlight the terminol-
ogy employed to describe the interaction energies in
this review. To facilitate the comparison of the

Figure 2. Comparison of different percentages of BSSE correction on (a) the water hexamer (ref 76) and (b) the Bz-H2O
complex (ref 77).
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different terminologies used by various authors, the
supermolecular BSSE-uncorrected and 100% BSSE-
corrected interaction energies are represented as
∆Ee

N and ∆Ee
B. ∆Ee is the 50% BSSE-corrected in-

teraction energy. The corresponding ZPVE-corrected
interaction energies are denoted as ∆E0

N, ∆E0
B, and

∆E0. The interaction energy obtained using SAPT is
represented as Eint

SAPT. Since most of the large sys-
tems discussed in this review are beyond the limita-
tions of the SAPT program, we have employed a
simple scheme to obtain rough estimates of the
correlation and electrostatic energies. Thus, the
correlation energy (∆Ecor) is defined as the difference
of the MP2 (Ee (MP2)) and Hartree-Fock energies
(Ee (HF)) at the MP2-optimized geometry. The elec-
trostatic energy (∆Ees) is the charge-charge interac-
tion energy evaluated using the NBO charges. The
NBO charges are evaluated with the electron densi-
ties obtained at the MP2 level. It should be noted that
∆Ecor and ∆Ees are very different from Edisp

(2) and Epol
(1) .

3. Weakly Bound π-Complexes

Dewar, in 1946, suggested that π-complexes could
be formed with the π-system acting as a proton
acceptor.92 The earliest reported theoretical calcula-
tion of a “π hydrogen bond” (water-formaldehyde
system) was carried out by Morokuma and co-
workers in 1971.93 However, the π-complexes formed
through the involvement of polar π-bonds are not
equilibrium structures, i.e., when the constraint of
perpendicularity is removed, the complexes relax to
a more stable dimer in which the hydrogen bonding
occurs through a lone pair of electrons. On the other
hand, the π-complexes formed by molecules possess-
ing nonpolar π-bonds, such as ethene and benzene,
are equilibrium structures and hence can be experi-
mentally observed. Given this distinction, it is useful
to explore the features of these π-complexes formed
by nonpolar π-bonds.

It should be noted that though phenol, benzonitrile,
and a large number of purines and pyrimidines are
π-systems, their interactions with various counter-
molecules are mediated through the substituents con-
stituting them rather than through the π-bonds.94-118

Hence, these systems and their complexes are not
discussed in this review.

The discussion of these complexes has been orga-
nized on the characteristics of their interaction
energies. Thus, we initially focus our attention on the
interaction of these π-systems with nonpolar systems,
wherein the interaction energies are predominantly
due to dispersive interactions. The nonpolar systems
considered include, the rare gases, the dimers of
oxygen and nitrogen, the dihalogens, and various
hydrocarbons. Our discussion on hydrocarbons in-
cludes methane and a number of π-systems. Even
though ammonia is a polar molecule, we discuss it
alongwith methane because the complexes it forms
with these π-systems are predominantly bound by
dispersive interactions. Subsequently we concentrate
on the characteristics of the interactions of these
π-systems with various cations in a separate section.
The high interaction energies of these π-cation

complexes are, in general, dominated by electrostatic
interactions. In the next section, we discuss the
interaction of these π-systems with the water and
methanol clusters. In these complexes, the interac-
tion energies are controlled by a subtle interplay of
dispersive, electrostatic, and cooperative interactions.
The interactions of these π-systems with Lewis acids
(the trihydrides and trihalides of boron and alumi-
num) are very interesting because the characteristics
of the interaction energies are very dependent on the
nature of the Lewis acid. Since hydrogen halides are
also considered to be Lewis acids, the section on
π-Lewis acid complexes also includes a discussion
of the π-hydrogen halide complexes. In the discus-
sion of the energetics of all these complexes, we
highlight the crucial role of the repulsive interactions
in dictating both the geometry and interaction ener-
gies.

3.1. Rare Gases
The fact that weakly bound complexes of π-systems

with rare gases (RG) serve as prototype systems in
the investigation of solvation at a microscopic level,
particularly with respect to spectroscopic proper-
ties,119 intermolecular vibrational redistribution, and
vibrational predissociation, is well-known. Despite
the abundance of both theoretical and experimental
investigations on this subject,9-12,120-160 the intermo-
lecular interaction energies of the π-RG complexes
are accurately known for only a few complexes.
Theoretical characterization of these complexes is
particularly challenging because of the predominance
of dispersive forces in the interaction energy.9 Thus,
in addition to the use of large basis sets, calculations
have to be carried out at very high levels of theory
to obtain reasonably accurate results. Given the
availability of a large number of accurate experimen-
tal results and the relative simplicity of the π-RG
complexes, these theoretical calculations have been
very useful in testing a number of novel methodolo-
gies and basis sets. Since the π-RG interaction has
been the focus of a recent theoretical review,9 we only
highlight some recent theoretical calculations: (i) to
provide an overview of the level of accuracy achieved
in the theoretical description of these complexes, (ii)
to elaborate on the efficacy of novel methodologies
employed in the description of these complexes, (iii)
to highlight the changes in the interaction energies
resulting from differences in the nature of the
π-system, nature of the rare gas, and the number of
rare gas atoms complexing to the π-system. In the
course of the review, the features of these π-RG
complexes are compared with the other complexes.

Among π-RG complexes, the benzene-argon (Bz-
Ar) system is one of the most widely studied com-
plexes theoretically. In the most recent theoretical
investigation of this complex, Koch et al. evaluated
the interaction energies of both the ground (S0) and
excited (S1) states using the coupled-cluster singles
and doubles substitution with triples excitation (CCS-
D(T)) method.147 The CCSD(T) calculations carried
out on a system containing close to 464 basis func-
tions yielded an interaction energy (∆Ee

B) of -1.12
kcal/mol (-389 ( 2 cm-1), which is in very good
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agreement with the experimental value of -1.12 kcal/
mol (-390 cm-1).152 More importantly, it was found
for sufficiently large basis sets that the differences
between the interaction energies obtained at the MP2
and CCSD(T) levels are quite systematic. Hence,
based on the values obtained at the MP2/aug-cc-
pVQZ level and the difference in the aug-cc-pVTZ
CCSD(T)-MP2 numbers, the interaction energies at
the CCSD(T)/aug-cc-pVQZ can be estimated to a high
level of accuracy. A point which also emerges from
these calculations is that the description of excited
states can also be obtained to a high level of accuracy.
Interestingly, the authors also compared the interac-
tion energies obtained at different levels of theory for
a number of basis sets. Though the best numbers for
the interaction energy are obtained from a combina-
tion of large basis sets and high levels of theory, one
also notices from Table 1 that the interaction energy
(∆Ee

B) obtained at the MP2/aug-cc-pVDZ level,
-1.13 kcal/mol (-394 cm-1), is very close to the
experimentally obtained interaction energy of -1.12
kcal/mol (-390 cm-1).147 This seems to indicate that
with a reasonably sized basis set the MP2 method is
quite accurate. One can also see from Table 1 that
the DFT method (B3LYP) does not even give reason-
able estimates of the interaction energy.147 Koch et
al. elaborated on how the information obtained from
the high-level theoretical calculations could be em-
ployed to develop a highly accuracte intermolecular
potential-energy surface of the Bz-Ar system.148

Apart from the theoretical calculations of Hobza et
al.,151 there are few high-level theoretical calculations
of the complexes of benzene with other rare gas
atoms. It can, however, be seen from Hobza’s study
that there is an increase in both the interaction
energies and intermolecular distance as one progresses
from Bz-He to Bz-Xe.151

What happens when fluorobenzene (FBz) or p-
difluorobenzene (DFBz) form complexes with these
rare gases? The calculations of Hobza and co-work-
ers,154 which were carried out using fairly small basis
sets, seem to give some conflicting results with regard
to the experimental observations of Parmenter and
co-workers.155 Thus, the theoretical numbers are
unable to reproduce the gradual decrease in the
intermolecular distance as one progresses from ben-
zene to fluorobenzene and difluorobenzene.154,155 The
calculated interaction energies seem to indicate that
the FBz-Ar complex is the most strongly bound,
compared to either Bz-Ar or DFBz-Ar. This is
particularly surprising when one takes into account
the decreased π electron density of fluorobenzene. In
this context, it is interesting to recapitulate the
findings of Kuczkowski and co-workers.146 On the

basis of ab initio calculations of fluorobenzene, they
concluded that the regions of highest electrostatic
potential and, therefore, greatest polarizing forces are
in the plane of the ring. Moreover, they also find that
the dispersion forces are maximized at sites above
the aromatic ring. Since the RG is placed directly
over the aromatic ring in the FBz-RG and DFBz-
RG complexes, dispersion effects are dominant con-
tributors to the interaction energy.

The ideas put forward in a pair of papers on
theoretical calculations of these π-RG complexes by
the group of Kraka and Cremer on the Ar-oxazole
and Ar-isoxazole complexes are very interest-
ing.149,150 Though the ab initio calculations reported
therein were employed to supplement the findings
obtained from the rotational spectrum of these com-
plexes, the study involves an innovative use of the
electron density to unravel the electronic factors
determining the stability and the configuration of a
van der Waals complex. Thus, an analysis of the
Laplace concentration of the monomers helped detect
regions of strong contraction of negative charge and
small exchange repulsion. On the other hand, the
difference in the electron density distribution of the
complex reveals that the acting intermolecular forces
increase or decrease the electron density. On the
basis of the electron density profiles, the argon
complexes of these aromatic molecules were distin-
guished between situations where the density at
argon is either pulled toward the partner molecule
(Ar-oxazole) or pushed toward the back of argon
(Ar-Bz). Thus, in the case of Bz-Ar, the difference
density distribution, which is a result of exchange
repulsion and mutual charge polarization, showed
that the destabilizing exchange repulsion effects
would be smallest over the ring center while the
dispersion effects would be larger over the carbon
atoms. The observed geometry of the Bz-Ar complex,
therefore, indicates that while a combination of
dispersive and inductive effects stabilize the complex,
the destabilizing exchange repulsion directs argon
above the center of the ring to a position where the
exchange repulsion is the weakest. In the case of Ar-
oxazole, the difference electron density distribution
maps are able to account for the preferred minimal
energy geometry. Thus, in Figure 3 it can be seen
that there is a hole in the electron distribution above
the oxygen atom (Figure 3d). The presence of this
hole, inferred from the diminished Laplacian con-
centration over the oxygen atom of oxazole, leads to
a polarization of the negative charge of the argon in
the direction of the oxygen atom. As a result, the
exchange repulsion effects are smaller in the region
between argon and oxygen and the buildup of nega-

Table 1. Interaction Energies (∆Ee
B) (cm-1) of the Ground State of the Benzene-Argon Complex. BSSE

Uncorrected Values (∆Ee
N) Are Given in Parantheses (Taken from ref 147)

basis set DFTa SCF MP2 CCSD CCSD(T)

aug-cc-pVDZ 226(177) 273(220) -394(-560) -194(-356) -263(-437)
aug-cc-pVTZ 207(183) 279(251) -493(-638) -259(-391) -356(-496)
aug-cc-pVQZ 281(274) -522(-583) -385b

(-D0)exp
c >-390

a DFT calculations using the B3LYP functional. b Estimated using the aug-cc-pVTZ values. c Evaluated from the D0 upper limit
of 340 (ref 152) and the corresponding vibrational ground-state energy (50 cm-1) (ref 153).
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tive charge in the region between argon and oxygen
atom is favored (Figure 3a-d). It can also be seen
from Figure 3a-c that such a buildup is not favored
between argon and the other atoms. As a result of
the suggestions of one of the referees, we carried out
SAPT calculations of an angular dependence of the

interaction energy terms of the Bz-Ar system.161

These calculations indicate that the exchange-repul-
sion is minimal at the top of the ring. As the Ar atom
comes closer to the benzene carbon atom, the increase
in the dispersion energy is accompanied by a larger
increase in the exchange-repulsion energy, which is

Figure 3. Contour line diagram of the MP2 difference electron density distribution of oxazole-argon. ∆F(r) )[F(oxazole-
argon) - F(oxazole)DCBS - ñ (argon)DCBS], using the 6-31G(+sd,+sp) basis for oxazole and the [7s4p2d1f] basis for argon.
A dimer-centered basis set (DCBS) was used in the calculations. The reference plane is schematically indicated in the
figure. Contour lines range from 2 × 10-6 to 2 × 10-1 [e/bohr3]. Solid lines correspond to an increase of electron density
upon complex formation and dashed lines to a decrease. (Reprinted with permission from ref 149. Copyright 1995 American
Chemical Society.)
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in agreement with the simplistic conclusions of Kraka
et al.149,150

Using these ideas on the interplay of dispersive and
repulsive interactions in dictating the geometry of the
rare-gas atom, Wilson et al. were able to explain the
position of the neon atom in the FBz-Ne complex.146

The Ar-thiopene complex is another interesting
example which highlights the crucial role of repulsive
interactions in dictating the geometry of these com-
plexes.156 Despite the greater electronegativity of the
sulfur compared to the carbon atom, the larger size
of the electronic cloud of sulfur precludes the closer
approach of argon to sulfur.

A recent study on the interaction of argon with
anthracene also merits mention because the authors,
using a very simple potential consisting of dispersive,
repulsive, and polarization terms, were able to re-
produce the experimental ionization energies and
explain nearly all the exhibited spectral features.137

What emerges from the theoretical studies of the
complexes of these rare gases with different π-sys-
tems is that the repulsive interaction plays a vital
role in dictating the geometry of these weakly bound
π-complexes. Second, the attractive interactions which
bind the rare gases to the π-system are predomi-
nantly dispersive in nature. Hence, the basis set size
and the level of correlation employed play a vital role
in the determination of accurate interaction energies.

3.2. Nonpolar Diatomic Molecules

Interest in understanding the intricacies of gas/
surface interaction chemistry has led to theoretical
investigations of the interactions of various π-systems
(notably benzene) with O2, N2, and CO.9,13 In these
complexes the ligand can have two possible orienta-
tions: parallel or perpendicular to the plane of the
π-system (Figure 4).9,162-167 It has been observed that
in both the Bz-N2 and Bz-O2 complexes, the parallel
orientation is more favored over the perpendicular
orientation. In the case of the Bz-CO complex, the
carbon monoxide is tilted away from the parallel
arrangement, with the carbon end being closer to the
benzene plane.166 The calculated interaction energies
(∆Ee

B) (Figure 5) indicate that N2 is more strongly
bound to benzene than either O2 or CO.163 Expectedly,
dispersive interactions dominate the interaction en-
ergies of these complexes. There have been attempts
to obtain the interaction energies of these complexes
using DFT methods, but the accuracy of these
calculated interaction energies is very much depend-

ent on the kind of DFT functionals and basis sets
employed.164

Recently there have been some accurate experi-
mental determinations of the enthalpies of reaction
of some of these complexes.168-171 Thus, the experi-
mental interaction energies (Table 2) of the Bz-O2,
Tol-O2, FBz-O2, and C6F6 -O2 complexes yield some
unexpected results. On the basis of the knowledge
that the interaction energies of these complexes are
dominated by dispersive interactions, what one might
expect is that the Tol-O2 complex would exhibit the
highest interaction energy and the FBz-O2 complex
the lowest. However, the experimental results indi-
cate the contrary. It would be interesting to theoreti-
cally investigate the reasons for the anomalous
behavior of these O2 complexes.

The complexes of the dihalogens with various
π-systems have triggered much interest in the con-
text of prereactive complexes. Prereactive complexes
(or intermediates) describe complexes formed prior
to a chemical reaction or significant charge transfer.
Recently, Legon reviewed both the experimental and
theoretical advances in the description of these
complexes.172 In the context of this review, we think
it would be useful to discuss the characteristics of
Bz-I2, which is one of the most well-studied π-di-
halogen complexes. In a recent theoretical study of
this complex, the atom-atom potential parameters
obtained from a detailed ab initio investigation were
employed in a molecular dynamics simulation of the
dissociation of iodine in benzene clusters.173 The ab
initio study on eight different conformers of the Bz-
I2 complex indicates that in the minimal energy
geometries, the I2 axis is perpendicularly oriented to
the plane of the benzene ring and pointed toward

Figure 4. Perpendicular and parallel orientations of the
Bz-X (X ) N2, O2, CO) complexes.

Figure 5. Comparison of the interaction energies obtained
for the Bz-X (X ) N2, O2, CO) complexes at the MP2/6-
31G** level. Values obtained from ref 163.

Table 2. Experimental Values for the Interaction
Enthalpies (∆H) and D0 for Aromatic + O2 Complex
Formation (Taken from ref 168; the original table was
in units of kJ/mol)

aromatic molecule ∆H (kcal/mol) D0 (kcal/mol) ref

benzene -1.03 ( 0.24 1.72 169
-1.89 2.58 170
-0.96 ( 0.36 1.65 171

toluene +0.26 ( 0.22 0.43 168
fluorobenzene -1.29 ( 0.50 1.98 168
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either the center of the C-C bond or a carbon atom
of benzene. These observations indicate that minimal
energy geometries of the complexes of these dihalo-
gens with benzene are very different from what is
observed in the case of Bz-N2, Bz-O2, and Bz-CO.
On the basis of an empirical decomposition of the
calculated interaction energy, the stability of the Bz-
I2 complex was attributed to be predominantly due
to a combination of dispersive and repulsive interac-
tions. However, electrostatic interactions between I2
and benzene were found to be important in governing
the structure and dynamics of the benzene solvent
cage around iodine.

Thus, the theoretical studies of O2, N2, CO, and
these dihalogens with various π-systems indicate that
a subtle interplay of dispersive and repulsive interac-
tions dictate the geometries and interaction energies.
One also notices that in condensed phases of these
systems, electrostatic interactions also become im-
portant. In the next section, we examine the intrica-
cies of π-π interactions.

3.3 Nonpolar Alkane Derivatives and Weakly
Polar Ammonia

Unlike the complexes of π-systems with rare gases,
diatomic molecules, or other π-systems, relatively few
studies exist on their complexes with nonpolar spheri-
cal molecules such as methane. This scarcity has
more to do with the relatively weak but much more
complex interactions prevalent in these complexes.
The π-complex with methane also heralds the emer-
gence of the π-H interaction which gradually in-
creases in strength as one progresses from methane
to hydrogen fluoride. This increase in the strength
of the π-H interaction, apart from contributing to
the increased interaction energies of these complexes,
also leads to a substantial increase in the anisotropy
of the intermolecular potential. Additionally, one also
notices a substantial increase in the electrostatic
contributions alongwith a gradual decrease in the
dispersive contributions as one progresses from meth-
ane to hydrogen fluoride (HF). While we discuss the
interactions of these π-systems with HF in the section
dealing with Lewis acids, their interactions with the
water and methanol clusters are discussed sepa-
rately.

3.3.1. Literature Overview

One of the earliest detailed experimental and
theoretical investigations of methane complexes has
been the study of Bernstein and co-workers on the
complexes of benzene and toluene with various
alkanes.174-177 Using an atom-atom intermolecular
potential, the interaction energies of these complexes
were also evaluated. Expectedly, the alkanes are
more strongly bound to toluene than to benzene.
Subsequent investigations by the Bernstein group
were devoted to the complexes of various alkanes,
ammonia (NH3), and water with heterocyclic π-sys-
tems such as pyrazine, pyrimidine, etc.178-181 In the
case of pyrimidine-NH3, their calculations seemed
to suggest that the ammonia hydrogens are oriented
more toward the π-system of pyrimidine than to the
nitrogen. They also evaluated the van der Waals

mode energies of Bz-CH4, Bz-CD4, and Bz-CF4
using time-of-flight mass spectroscopy (TOFMS) and
theoretical calculations using empirical potentials
and obtained an excellent agreement.182 Similar
studies were carried out by them on complexes of
methane and ammonia with toluene and aniline.183-186

The study on the complexes of the benzyl radical
merits mention because it showed that the effects of
solvation on reactive intermediates could be eluci-
dated through a combination of experimental and
theoretical studies.187

The first ab initio studies of π-systems complexed
with ammonia were carried out by Cheney et al. on
Bz-NH3 at the MP2/6-31G*//HF/3-21G(*) level.188

However, the calculated interaction energy was
underestimated owing to the optimization being
carried out at the Hartree-Fock level. Bredas et al.
carried out similar calculations on the interactions
of methane, ammonia, and formic acid with ben-
zene.189 Interestingly, the calculations on the Bz-
NH3 complex lead to a great deal of uncertainity on
whether ammonia behaves as a proton donor or
acceptor.190 The issue was finally resolved by the
microwave study of the Bz-NH3 complex by Rodham
et al.191 The experimental spectra alongwith the high-
level ab initio calculations indicated that ammonia
is the proton donor and benzene is the proton
acceptor. Additionally, the study also indicated that
the Bz-NH3 interaction is weaker than the corre-
sponding Bz-H2O interaction. There have been a
couple of high-level ab initio calculations on the
structures and interaction energies of complexes of
methane with benzene, ethene (Et), and ethyne (Ey)
in the recent past.192,193 The very recent investigation
of Et-CH4 and Ey-CH4 includes calculations carried
out at the CCSD(T) level.193 An interesting offshoot
of the interaction of benzene with methane was
highlighted by Hobza and co-workers.194 Thus, the
blue shift associated with the stretching frequency
of the proton donor in these complexes was termed
to be the signature of an anti-hydrogen bond.195 The
anti-hydrogen bond has recently been rechristened
as improper blue shifting of the hydrogen bond.1 More
details on the features of this hydrogen bond can be
obtained from the review of Hobza in this issue. The
interaction of o-, m-, and p-difluorobenzene with
ammonia has been the focus of an experimental
investigation by Hu et al.196 Their study also includes
some theoretical calculations carried out at the MP2/
6-31G** level.

3.3.2. Theoretical Studies

An ab initio study of the Bz-NH3 system, which
included full geometry optimization at the MP2/6-
31G** level, was carried out by Rodham et al.191 The
calculated equilibrium structure with a RCM-CM of
3.43 Å is lower than the experimentally obtained
RCM-CM of 3.590 ( 0.005 Å, where CM denotes the
center-of-mass of each monomer. More importantly,
the theoretical data indicate that in the global
minima, only one of the hydrogens of ammonia is
directed toward the benzene π cloud, which is in
agreement with the experimental predictions. The
geometry in which two hydrogens are directed toward
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the benzene π cloud is only about 0.1 kcal/mol higher
in energy than the global minimum. The interaction
energy evaluated at the global minimum of the Bz-
NH3 complex indicates that it is weaker than the Bz-
H2O interaction. A recent calculation at the MP2/6-
31G**level on p-difluorobenzene with ammonia
indicates that the nitrogen lies over the π-system and
the intermolecular RCM-CM distance is 3.53 Å, which
is only 0.10 Å larger than what is observed in the
Bz-NH3 interaction.195

Sakaki and co-workers evaluated the interaction
energy of different conformers of the Bz-CH4 com-
plex at the MP2 level.192 Though they fixed the
geometries of both benzene and methane to their
optimized structures in the monomeric state, the
scans were carried out with respect to the inter-
nuclear distance. Thus, using the MIDI-4 basis set,
they obtained an interaction energy (∆Ee

B) of -0.43
kcal/mol for the lowest energy conformer at the MP4-
(SDQ) level. In a recent paper, Hobza and co-workers
reported an interaction energy (∆Ee

B) of -0.3 kcal/
mol at the MP2/6-31G** level. The focus of their work
is, however, not on the evaluation of the interaction
energies but on the vibrational frequencies.194

Apart from the recent theoretical investigation of
the ammonia complex of aniline,197 wherein the
ammonia molecule interacts with the aniline nitro-
gem, no high-level theoretical calculations exist on
the complexes of ammonia with other π-systems. The
interaction of methane with ethene was investigated
using very high-level theoretical calculations.193 On
the basis of the CCSD(T) and MP2 values, the
interaction energy (∆Ee

B) of the Et-CH4 complex
was estimated to be about -0.49 kcal/mol. Given the
low interaction energies and the flat intermolecular
potential-energy surface, the energetic differences as
a result of changes in the orientation of the methyl
hydrogens are very small.

3.4. Complexes with Other π-Systems

Much attention has recently been focused on the
interactions between π-systems, especially the aro-
matic π-systems,7,9,10,198-226 because of their relevance
in the stacking of base pairs in DNA,227,228 protein
structure,231-234 molecular recognition,229,230 and prop-
erties in condensed phases.235,236 An equal amount
of literature is also available on the interactions
prevailing between the olefinic π-systems.237-252 In
this brief account on π-π interactions, apart from
highlighting the new theoretical insights, we also
compare the olefinic π-π and aromatic π-π interac-
tions.

The simplest system which can exhibit a π-π
interaction is the ethyne dimer.237-240 Karpfen very
recently carried out a high-level theoretical study of
this system.240 At the MP2/aug-cc-pVTZ level, the in-
teraction energies (∆E0

B) indicate that the T-shaped
C2v conformer (Figure 6) exhibiting a π-type of
H-bond is only 0.09 kcal/mol more stable than a
parallel displaced C2h conformer. On the other hand,
the D2d conformer is about 0.8 kcal/mol less stable
than the minimum C2v structure. The calculations at
higher levels of correlation including those carried

out at the CCSD(T) level indicated that these relative
differences in the interaction energies are intact.
Another highlight of this study was that both Har-
tree-Fock and DFT calculations are inadequate in
describing either the geometry or the interaction
energy of this system. What was more interesting in
this study was the results obtained at the same level
of theory on the 1,3-butadiyne dimer. It was shown
that the parallel displaced C2h conformer (Figure 6)
becomes more stable than the other possible con-
former. Thus, an increase in the chain length leads
to a dramatic change in the conformational prefer-
ence. Similar results were obtained for the cyano-
ethyne dimer by the same author.242.243 These results
indicate the crucial importance of dispersive interac-
tions in determining the conformations exhibited by
these system.

It is interesting to observe the change in confor-
mational preference of this π-π interaction when the
π-system is a double bond. Early ab initio calculations
by Tsuzuki et al. on the ethene dimer indicated that
a D2d conformer (Figure 6) is the most stable among
all the other possible structures.245 This structure,
which is held by four equivalent hydrogen bonds
(quadruple hydrogen bond), was confirmed by the
rotationally resolved near-infrared spectroscopic study
of Miller and co-workers.250 It is also consistent with
the results obtained from the matrix isolation studies
of Rytter and Gruen.252 In a recent theoretical study,
Tsuzuki et al. evaluated the interaction energy of this
system at the CCSD(T)/aug(d,p)-6-311G** level.244

The interaction energy (∆Ee
B) of this system at this

level of calculation was found to be -1.15 kcal/mol.244

The interaction energies of the Bz-Ey and Bz-Et
complexes have been reported very recently.221 In
both these cases, the ethyne and ethene hydrogens
are pointed toward the benzene π cloud. Given the
acidic nature of the ethyne hydrogen, the interaction
energy (estimated CCSD(T) interaction energies
(∆Ee

B) at the basis set limit) of the Bz-Ey complex
(-2.83 kcal/mol) is larger than that of the Bz-Et
complex (-2.06 kcal/mol).221 On the basis of an ab
initio study of the Ey-Ey, Et-Et, Et-Ey, Bz-Et,
Bz-Ey, and Bz-Bz complexes at the MP2/6-31+G-

Figure 6. Minimum energy structures of the ethyne (Ey-
Ey), 1,3-butadiyne (Bu-Bu), and ethene (Et-Et) dimers.
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(2d,2p) level, Novoa and Mota correlated the strength
of the C-H‚‚‚π interaction to the hybridization of the
C-H carbon atom and the delocalization of the
π-system.226 Thus, the interaction energy decreases
with the hybridization of the C atom in the order
C(sp) > C(aromatic) > C(sp2) > C(sp3) while pro-
gressing from the π-delocalized to π-localized sys-
tems.

As one progresses to the benzene dimer, one
observes that both the parallel displaced and T-
shaped conformers (Figure 7) are nearly isoener-
getic.194,201,202 While more details of the T-shaped
conformer and its characteristics can be obtained
from the contribution of Hobza in this issue, what is
of interest to us are the geometries exhibited by the
lowest energy structures of these complexes display-
ing π-π interactions. Thus, a parallel displaced
structure is most stable in the case of both the 1,3-
butadiyne and benzene dimers. On the other hand,
the highly acidic nature of the ethyne hydrogen leads
to the stabilization of the T-shaped conformer in the
ethyne dimer. The ethene dimer, on the other hand,
displays a structure very different from both the
ethyne and benzene dimers. Thus, there is a subtle
interplay of repulsive, electrostatic, and dispersive
forces in governing the anisotropy of the total inter-
action energy. Similar conclusions were made in a
recent theoretical investigation of the pyrrole dimer
using SAPT, wherein it was shown that a large
increase in electrostatic energy in most cases is
compensated by an equally large increase of the
exchange energy.211 The interaction energies of some
of the conformers of the naphthalene dimer have
recently been evaluated.220-222 The results indicate
that the interaction energies of the different conform-
ers of the naphthalene dimer are larger than the
corresponding conformers of the benzene dimer.

How does the presence of substituents on the
aromatic ring influence this π-π interaction? We
begin a discussion of this subject by considering the
interaction of benzene with hexafluorobenzene (HFBz).
In hexafluorobenzene, the quadrupole moment of
benzene is reversed because of the presence of the
electron-withdrawing fluorine atoms.253-255 Thus, a
parallel-stacked geometry (Figure 7) is observed in
the case of the Bz-HFBz complex.204-208 It would be
widely expected that the interaction energy of this
complex would be dominated by electrostatic interac-
tions with the electron-rich π cloud of benzene

interacting with the electron-deficient π cloud of
hexafluorobenzene. Surprisingly the Hartree-Fock
calculations carried out on the MP2 geometry lead
to a repulsive interaction.208 A similar situation is
also observed in the case of the parallel-stacked
benzene dimer.209 Though these results lead to the
conclusion that dispersion is very important in
obtaining an accurate estimate of the interaction
energy, it should also be noted that the significant
electrostatic interaction in the Bz-HFBz complex
would be compensated by the equally large exchange-
repulsion energy. Thus, the presence of an electron-
withdrawing substituent has only a marginal effect
on the π-π interaction. It would be, however, shown
in the case of the interaction of water clusters with
these π-systems that the presence of an electron-
withdrawing substituent on the aromatic ring has a
dramatic effect on the conformations exhibited by the
π-complexes.

What happens when an electron-donating sub-
stituent is present? Kollman and co-workers carried
out an investigation on the toluene dimer at the MP2/
6-31+G(2d,2p) level of theory to rationalize the
conformational preferences of phenyl side chains in
protein secondary structures. They found that the
parallel-stacked structure (with the methyl groups
on the opposite sides) is the most stable conformer.215

Recently, Felker and co-workers in the course of a
rotational coherence spectroscopic (RCS) study on a
number of aromatic-aromatic complexes carried out
calculations using a simple atom-atom pair poten-
tial256 on perylene-benzene, perylene-toluene, fluo-
rene-benzene, and fluorene-toluene complexes.217

Their calculations on the perylene complexes seemed
to indicate that the experimental rotational constants
are consistent with a centrally bound parallel stacked
structure, with the monomer planes being separated
by an intermolecular distance of 3.5-4.3 Å. Interest-
ingly, Topp and co-workers obtained similar results
on the perylene complexes with p-chlorobenzene,
p-difluorobenzene, and hexafluorobenzene.219 On the
other hand, the structures of the fluorene compelexes
are consistent with parallel displaced structures.217

It is of interest to note that the information gleaned
from these theoretical investigations of the π-π
interactions could be used to explain the arrange-
ment of layers in crystals257,258 and the conforma-
tional behavior exhibited by a number of intramo-
lecular systems possessing aromatic rings.259-266

Figure 7. Minimum energy structures exhibited by the benzene dimer (Bz-Bz), benzene-hexafluoro-benzene complex
(Bz-HF-Bz).
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4. Cation−π-Complexes
Given the importance of cation-π interactions in

diverse fields ranging from molecular recognition to
neurobiology,267,268 theoretical investigations have
been very useful in obtaining a clear understanding
of the same. An elaborate account of the importance
of cation-π interactions in biological systems is
available in the review of Ma and Dougherty.269 In
the present account,270-279 we focus our attention on
the changes in the characteristics of the cation-π
interaction energy as a result of changes in the
π-system (susbstituent effects) and cation (metal vs
organic) are examined. We also elaborate on how the
presence of a counterion influences the cation-π
interaction.280,281 It should be noted that in the case
of transition-metal cations, the presence of d orbitals
dramatically alters the nature of the interaction. This
is illustrated in a recent investigation of the interac-
tion of benzene with the cations and anions of
rhodium and niobium. It was shown that the charge
on the metal has little affect on the nature of the
interaction with benzene.282

Recently, Nicholas et al. investigated the interac-
tion of the alkali cations (Li+, Na+, K+, Rb+, Cs+) with
benzene and anisole using ab initio calculations.274,275

In Table 3, the interaction enthalpies of the benzene
complexes calculated at different levels of theory are
listed. The values indicate that one can obtain fairly
accurate estimates of the experimental enthalpies at
the Hartree-Fock level itself.283-285 This clearly
illustrates the predominance of electrostatic interac-
tions in the binding of these alkali cations to benzene.
However, dispersive interactions become more im-
portant as the size of the metal cation increases. This
is evident from the significant differences in the HF
and MP2 calculated interaction enthalpies of the Rb+

and Cs+ complexes. It can also be seen from Table 3
that DFT methods (SVWN/TZ94p) provide fairly
accurate estimates of the interaction enthalpies. The
quantum chemical investigations of the interaction
of various alkali-metal ions with anisole (methoxy
benzene) indicate that the metal cation could bind
either to the oxygen atom or the π cloud of the
aromatic ring.275 The nearly similar interaction en-
thalpies (Table 4) obtained for the binding of the
metal cations to both the oxygen and the aromatic
ring of anisole illustrates the difficulty in predicting
the exact structure of the anisole-M+ complexes. A
notable feature of theoretical studies of these alkali

cation-π-complexes is that the interaction energy
decreases significantly as the size of the metal cation
increases.

Though the interactions of the alkali cations with
the simpler π-systems such as benzene are predomi-
nantly electrostatic, recent results of Cubero et al.
seem to indicate that other effects such as the size
of the aromatic ring (five- or six-membered or poly-
cyclic rings) significantly influence the interaction
energies.286 These effects become important particu-
larly when the electron density of the π aromatic
cloud is diminished due to the presence of substitu-
ents on the ring. An increase in the positive charge
of the metal cations significantly increases the in-
teraction energy.287,288 The prediction of the site of
binding of the metal cation is particularly tricky in
polycyclic aromatic π-systems. Thus, in the case of
of Na+-indole, it was found that the binding of Na+

to the benzene π cloud is favored by ∼4 kcal/mol over
that of the pyrrole π cloud.288 Similar conclusions
were arrived at from an examination of the electro-
static potential surface of indole.289 However, a recent
experimental study by Gokel and collaborators290

seems to suggest that the metal cations Na+ or K+

are located over the pyrrole ring rather than on the
benzene ring. It would be of interest to theoretically
explain this experimental observation.

Though there have been a number of theoretical
studies of the interactions of various electrophiles
(like CH3

+, NO2
+) with benzene, few have examined

the characteristics of the binding of these organic
cations. Thus, it would be of interest to compare the
characteristics of the interactions of these organic
cations with the metal cations. In the Bz-CH3

+

Table 3. Calculated M+-Benzene Centroid Distances (Å) and Enthalpies (kcal/mol) of Different Benzene-Metal
Cation Complexes (Taken from ref 274)

RHF/6-311G* MP2/6-311+G* SVWN/TZ94pa

M M+-Φ -∆H298
b M+-Φ -∆H298

b M+ Φ -∆H298
b -∆Hexp

Li+ 1.892 37.0 1.865 34.3 1.805 38.1 37.9c

Na+ 2.475 22.7 2.426 21.0 2.301 26.4 28.0d

K+ 2.992 14.2 2.894 16.7 2.769 18.3 18.3e

Rb+ 3.286 11.6 3.165 13.9 3.046f 15.7f

Cs+ 3.605 9.6 3.414 12.1 3.308f 13.6f

a SVWN (Slater exchange and Vosko-Wilk-Nusair correlation). b The interaction enthalpies were calculated at 298.15 K using
the BSSE- and ZPVE-corrected interaction energies. c The experimental enthalpy at 298.15 K for Li+ is estimated from the
thermodynamic data given in ref 283. d The experimental enthalpy at 610 K for Na+ is from ref 284. e The experimental enthalpy
at 500 K for K+ is from ref 285. f These calculations were carried out using the Hay-Wadt effective core potentials and the TZ94p
basis sets.

Table 4. Distances (Å) and Interaction Enthalpies
(kcal/mol) Calculated at the MP2/6-311+G* Level for
the Anisole-Metal Cation Complexes (Taken from
ref 275)

oxygena ringb

M M+-O -∆H298
c M+-Cd -∆H298

c

Li+ 1.822 37.7 2.333 38.1
Na+ 2.244 25.2 2.793 23.6
K+ 2.617 19.4 3.196 18.3
Rb+ 2.868 16.4 3.440 15.4
Cs+ 3.104 14.3 3.703 13.6
a Metal cation is bound to the anisole oxygen. b Metal cation

is bound to the ring. c The interaction enthalpies were calcu-
lated at 298.15 K using the 100% BSSE- and ZPVE-corrected
interaction energies. d Metal cation-ring carbon distances.
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complex,291,292 the conformer possesing a C3v sym-
metry (the methyl cation is located on the benzene
C6 axis) is a transition state. The MP2/6-311+G*
interaction energy of this C3v conformer is 25.2 kcal/
mol, while the interaction energy (∆Ee

N) of the cor-
responding Cs conformer is 83.1 kcal/mol (Figure 8).
The interaction energy of this Cs conformer, which
is a stable minimum, is governed by charge transfer
from the benzene π orbital to the empty pz orbital of
the methyl carbon. A similar type of interaction
prevails in the Bz-SiH3

+ complex.293-295 Unlike what
is observed in the case of metal cations, one observes
that the geometry of the Bz-XH3

+ complex is very
different.

The interaction of the ammonium cation with
benzene is an interesting example of a cation-π
interaction dominated by dispersive forces. Three
different conformers, each of them differing by the
number of hydrogen atoms directed toward the
benzene ring, are feasible for this interaction. Cal-
culations by Meot-Ner et al. at the HF/3-21G level
indicated that the conformer in which three hydro-
gens are directed toward the benzene ring is the least
stable.296 Calculations by Kim and co-workers,297,298

at the MP2/6-31G* level, indicated that a single
hydrogen atom pointing toward the benzene ring is
the least stable conformer. In the lowest energy
structure of the Bz-NH4

+ complex, the nitrogen atom
is located over the C6 axis and two hydrogen atoms
point toward the benzene ring, as shown in Figure
9. Unlike the interaction of metal cations with
benzene, there are significant differences in the

geometries and interaction energies of the Bz-
(Me)nH(4-n)N+ complexes obtained at the Hartree-
Fock and MP2 levels. Conventional wisdom suggests
that if the origin of the interaction is purely due to
electrostatic or induction forces, calculations at the
MP2 level should not lead to a significant increase
in the interaction energy. However, one observes the
contrary with the interaction energies (∆Ee) of the
Bz-NH4

+ and Bz-N(CH3)4
+ complexes at the MP2/

6-311+G* level being -18 and -10 kcal/mol (Table
5). A quantitative analysis of the interaction energies
of the complexes of the ammonium and tetramethyl-
ammonium cations with benzene and water (Table
6) reveals that in the -NH4

+ and -N(CH3)4
+ com-

plexes, the charge-dipole interaction has a signifi-
cant contribution to the interaction energy. However,
in the Bz-NH4

+ and Bz-N(CH3)4
+ complexes, the

charge-quadrupole, charge-polarizability, and dis-
persive energies become important. An analysis of
the lowest unoccupied molecular orbital (LUMO) of
the Bz-N(CH3)4

+ complex at the MP2/6-311+G* level
indicates that there is a significant gain in the
electron correlation energy due to the interaction
between the π electrons of benzene and the orbitals
of the tetramethylammonium cation. This indicates
that electron correlation involving the π-σC-H* in-

Table 5. Intermolecular Distances (Å) and Interaction Energies (∆Ee) (kcal/mol) for the Complexation of Benzene
with (Me)nH(4-n)N+

6-31G* 6-311+G**

0 1 2 3 4 0 4

nf HF MP2 HF MP2 HF MP2 HF MP2 HF MP2 MP2 MP2

δRN-Hπ
a 0.0019 0.0051 0.0028 0.0042 0.0010 0.0037 0.0024 0.0037 -0.0004 0.0004 0.0056 0.0005

δRN-Hn
a -0.0030 -0.0031 -0.0005 -0.0042 0.0002 0.0004 -0.0029 0.0005

δRN-C
a -0.0011 -0.0111 -0.0080 -0.0095 -0.0080 -0.0062 -0.0001 -0.0007 -0.0011

-∆Ee
B b 14.49 16.71 12.75 15.91 11.52 15.00 9.63 13.42 5.74 8.35 16.88 8.67

-∆Ee
b 14.95 17.91 13.29 17.20 12.15 16.61 10.42 15.78 6.27 9.78 17.93 10.20

a δ RN-Hπ, δRN-Hn, δRN-C are the bond length increments compared to the monomeric state. The Hπ hydrogen interacts with
the benzene π cloud, while the Hn hydrogen does not. δRC-Hπ and δRC-Hn for n ) 4. See also Figure 9. Taken from ref 298. b ∆Ee

B

and ∆Ee are the 100% and 50% BSSE-corrected interaction energies, respectively.

Figure 8. Conformers for the complex of methyl cation
and benzene, three types of π-complex, 1(η6), 2(η2), and
3(η1), and one type of σ complex, 4. (Reprinted with
permission from ref 291. Copyright 1998 American Chemi-
cal Society.)

Figure 9. Minimum energy structures for the benzene
complexes with (Me)nH(4-n)N+. (Reprinted with permission
from ref 298. Copyright 1995 Elsevier.)
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teraction and hence the resulting induction energy
is magnified at the MP2 level. Minoux et al. arrived
at a similar conclusion in a recent theoretical study
of the interaction of the ammonium and guanidinium
cations with toluene, p-cresol, and methyl indole.278

Recent calculations from Pullman et al. on the
interaction of the tetramethylammonium cation with
other π-systems, such as pyrrole and indole, also
illustrate the importance of dispersive interactions.271

The calculations on the interactions of tetramethyl-
ammonium cation with pyridine and imidazole,
wherein the nitrogen of pyridine and imidazole points
to the nitrogen of tetramethylammonium cation in
the lowest energy structure, indicate that caution
must be exercised before generalizing the mode of
interaction.271

In the context of organic cations interacting with
different π-systems, mention should be made of the
theoretical and experimental study of Berthomineu
et al. on the isomerization mechanisms of metastable
protonated alkylbenzenes.299 In this study the inter-
action energies of the R -complexes (arene alkyl cation
complexes) have been decomposed into the individual
energy components. Though these energy compo-
nents have been evaluated using a semiempirical
method, one can readily see the effect of the presence
of an extra methyl group both on the cation and the
π-system. It can be seen from Table 7 that the toluene
complexes are more strongly bound than the benzene
complexes while the tert-butyl cation complexes are
less strongly bound than the corresponding isopropyl
cation complexes. While the former effect is due to
the increased contribution of the polarization and
dispersion interactions in the toluene complexes, the
latter effect is mainly due to the larger contribution
from the electrostatic interactions. Thus, dispersive
interactions are independent of the nature of the
cation but are extremely dependent on the nature of
the π-system. In contrast to what is observed in the
case of the interactions of metal cations with π-sys-
tems, the electrostatic energies are independent of
the nature of the π-system.

Ternary complexes are good models to examine the
geometric and energetic effects of the neighboring
molecules on the complexation. This aspect will be
described in more detail in the section on water and
methanol clusters. However, it would be interesting
to examine these competitive effects in the context
of cation-π interactions. Specifically, one would like
to examine the consequences of solvation on the
cation-π interaction. Thus, it would be interesting
to examine the competition between cation-π, cation-
solvent, and hydrogen-bond interactions prevailing
in the solvent. One would expect little changes in the
cation-π interaction if the solvent possesses a low
dielectric. However, in the presence of a solvent like
water, significant changes would result. We, however,
delve on another aspect, the influence of an anion
on the cation-π interaction.

Recently, Norrby and Liljefors investigated the
ternary complex between benzene, ammonium cation,
and formate anion (Figure 10).280 First of all, it is
apparent that stabilization energy by benzene is
insufficient to shift the equilibrium to the ion pair
formed, though benzene stabilizes the ion pair formed
more than the proton-transferred complex by about
1 kcal/mol. The proton transfer takes place without
a barrier. The experimentally evaluated interaction
enthalpy of the Bz-NH4

+ complex is about -19.3
kcal/mol. Depending on the level of theory employed,
the calculated enthalpy of the Bz-NH4

+ is in the
range from -17 to -19 kcal/mol. The extent of energy
lost by removing benzene from 1a is 6.6 kcal/mol,
whereas if carboxylate is first removed, subsequent
removal of benzene from ammonium ion causes an
energy loss of 14.1 kcalmol. The difference is 7.5 kcal/
mol, whereas the destabilizing interaction between
benzene and carboxylate in 1a is only 1.3 kcal/mol,
which shows that the interactions of carboxylate and
benzene with ammonium are nonadditive. It can be
seen from Figure 10 that the intermolecular charge
transfer plays an important role in these systems.
In the ion pair formed from the ammonium cation

Table 6. Intermolecular Distances (Å)a and
Interaction Energies (kcal/mol)a of the Ammonium
and Tetramethyl Ammonium Cation Complexes of
Benzene and Water

C6H6-Me4N+ H2O-Me4N+ C6H6-H4N+ H2O-H4N+

RN-R 4.217 3.936 2.915 2.993
-∆E0

B 8.13 8.08 15.94 17.96
-∆E0 9.66 8.98 16.99 18.93
-∆E+,µ 0.00 9.78 0.00 16.91
-∆E+,Q 7.71 0.37 23.35 0.85
-∆E+,R 3.23 0.53 6.88 1.58
-∆ER,µ 0.00 0.25 0.00 0.20
-∆Ecor 8.40 2.89 6.19 2.56

a RN-R represents the nitrogen-(benzene-quadrupole/water-
dipole) centroid distance. ∆E0

B and ∆E0 are the 100% and 50%
BSSE- and ZPVE-corrected interaction energies, respectively.
The individual contributions (∆E+,µ, ∆E+,Q, ∆E+,R, ∆ER,µ) are
obtained from the charge (+) of Me4N+/H4N+ and the dipole
(µ), quadrupole (Q), and polarizability (R) of benzene/water.
In the case of ∆Eá,µ, R is the polarizability of Me4N+/H4N+. The
correlation energy (∆Ecor) is the value of the Ee (MP2)
subtracted by Ee (HF) at the MP2 optimized geometry. Taken
from ref 297.

Table 7. Calculated Interaction Energies for the
r-Complexes (kcal/mol) of Protonated Alkylbenzenes
by the Semiempirical Method

Φf benzene toluene

cationf isopropyl tert-butyl isopropyl tert-butyl

Eel -8.4 -6.5 -8.6 -6.5
Epol -5.7 -4.3 -6.9 -5.0
Edisp -5.0 -5.0 -6.0 -6.0
Erep 5.3 4.1 6.0 4.5
Etot

a -13.9 -11.7 -15.5 -12.9
Escf

a -8.8 -6.7 -9.6 -6.9
a Etot ) Eel + Epol + Edisp + Erep. Escf ) Eel + Epol + Erep. The

electrostatic term (Eel) is expressed as a sum of multipole
interactions. The SCF electronic density of each fragment is
an accurate fit of a sum of a monopole, a dipole, and a
quadrupole placed at the location of each atom and each bond.
The polarization term (Epol) is based on the same multipole
expansion as above and also includes the experimental atom-
and bond-polarizability increments. The dispersion term (Edisp),
which includes terms up to C10/r,10 is expressed as a sum of
atom-atom contributions. The exchange repulsion (Erep) is
obtained from Rayleigh-Schrödinger perturbation theory. The
SCF calculations were carried out at the HF level using a
triple-ú basis set, on the HF/3-21G optimized geometries.
Taken from ref 299. The original table was in units of kJ/mol.
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and the formate anion, 0.22 e- is transferred from
the anion to the cation. Interestingly, the nitrogen
and the hydrogens proximal to the formate are
almost unaffected by complexation while the distal
hydrogens are distinctly less positive in the complex
compared to the free ammonium ion. As the distal
hydrogens are involved in complexation to benzene,
the charge transfer offers a reason for the lowering
of the interaction energy. In the pure ammonium-
benzene complex (2b), there is a small contribution
from charge transfer to the ammonium cation by
about 0.07 e-. In the ternary complex (1b), the charge
transfer from formate to ammonium is unchanged
from 3 whereas the charge transfer from benzene to
ammonium is almost absent (<0.02 e-), indicating
that the charge-accepting ability of the ammonium
ion has been saturated by formate complexation.

5. π-Complexes with Water and Methanol
Clusters

Much experimental and theoretical effort has been
directed toward obtaining a quantitative description
of hydrogen bonding by studying water74,300-337 and
methanol clusters.338-357 Thus, detailed information
of the hydrogen-bonding profiles of these systems
have been obtained from high-resolution microwave
and far-infrared spectra.300-307,338-346 Most of the
theoretical investigations of these clusters have been
restricted to the determination of the most stable
structures, the corresponding interaction energies,
and harmonic vibrational frequencies.308-337,347-352

Some recent reports have also tried to probe the
physical origins of hydrogen bonding in some water
clusters.328,329 What is more interesting are the

interactions of these methanol, water, or mixed
clusters with various π-systems. In general, the
structures formed by the interaction of a cation,75,358-363

an electron, or an anion364-368 with various water or
methanol clusters bear no structural resemblance to
the parent neutral water clusters due to the domi-
nance of the strong electrostatic interactions over the
much weaker H-bonding interactions present in
neutral water clusters. On the other hand, in the case
of the interactions of π-systems with various
water369-433 or methanol clusters,434-444 the H-bond-
ing interactions existing between the monomers in
these clusters are much stronger than the π- or σ-type
of interactions which exist between the clusters and
the π-system. Thus, there are little changes in the
gross structural features of the water clusters in the
neutral state and in their complexed states with the
π-systems. This feature is particularly exemplified
in the infrared (IR) spectra and ab initio theoretical
investigation of Bz-(H2O)8,388-390 wherein it was
shown that a cubic water octamer structure is
π-bonded to the aromatic ring. Thus, it would be
interesting to delineate the subtle changes in the
H-bonding profiles of these clusters as a result of the
interaction with the π-system. Another aspect which
also assumes significance is on how a combination
of dispersive, electrostatic, inductive, repulsive, and
cooperative forces govern the interaction of the
hydrogen of the water or the methanol with the
π-system. Finally, we believe that these investiga-
tions would be useful in probing the role of hydro-
phobic interactions,445-447 governing the conformation
of proteins, the formation of micelles and biological
membranes, and the immiscibility of bulk liquids.

5.1. Neutral Clusters
We briefly highlight some of the salient results of

recent theoretical investigations of neutral water and
methanol clusters, so that one could readily visualize
the subtle changes resulting in these neutral clusters
as a result of their interaction with different π-sys-
tems. Buck and Huisken review the recent experi-
mental advances in the study of these neutral H-
bonded clusters in this issue.

A large number of theoretical studies have been
carried out on different sizes of water and methanol
clusters.308-333,337 The simplest water cluster, the
water dimer, which has a linear structure, has been
the subject of extensive theoretical studies. Kim et
al. reported the intermolecular RO-O distance to be
2.958 Å wherein anharmonic and rovibrational cor-
rections corresponding to 0.033 Å were included
based on an analytical formulation.74 This compares
very well with the experimentally determined RO-O
distance of 2.952 ( 0.004 Å.303 The predicted dipole
moment (2.61-2.63 D) is also in excellent agreement
with the recently obtained experimental values of
(2.60-2.64 D). The interaction energy (∆Ee

N) was
predicted to be -4.99 kcal/mol, which is in favor of
the lower bound of the experimental interaction
energy of -5.45 ( 0.5 kcal/mol. The anharmonic and
rovibrational coupling effects are not small at 373 K.
Taking into account these corrections, the predicted
free energy of ∆G(T)373K) ) -3.39 kcal/mol is in very

Figure 10. Calculated equilibrium structures of the
ternary systems containing benzene, ammonium cation,
and formate anion. In the C2v-symmetric complexes (1b and
2b), two ammonium hydrogens are interacting equally with
bond midpoints in the benzene. The Cs complexes (1a and
2a) are tilted so that only one hydrogen points toward the
benzene. (Reprinted with permission from ref 280. Copy-
right 1999 American Chemical Society.)
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good agreement with the experimental value of -3.34
kcal/mol.301 The predicted interaction energies
(∆E0

N) of (H2O)2 and (D2O)2 are -2.91 and -3.56
kcal/mol, respectively.74

The estimated interaction energies of these water
clusters, to a large extent, depend on the size of the
basis set employed and the level of correlation used.
The most recent high-level theoretical study of the
water dimer using massive basis sets [10s7p4d3f2g/
9s4p3d2f] and [8s7p6d5f4g3h2i/7s6p5d4f3g2h] and
the explicitly correlated coupled-cluster method in-
cluding all single and double excitations as well as a
perturbative approximation of connected triple exci-
tations [CCSD(T)-R12] method has arrived at an
interaction energy of -5.05 ( 0.07 kcal/mol.327 These
highly accurate estimates of the interaction energy
clearly favor the lower bound of the experimentally
determined interaction energy.301 It is difficult to
envisage similar calculations on either the larger
water clusters or on their complexes with different
π-systems, but it certainly leads to questions on the
efficacy of methods such as the MP2, MP4, etc., in
the evaluation of the various properties such as
geometries, interaction energies, and vibrational
frequencies of these water clusters.

The interaction energy (∆Ee
B) of the water dimer

at the MP2/aug-cc-pVDZ level is -4.46 kcal/mol.320,321

The use of SAPT and the aug-cc-pVDZ basis set to
evaluate the interaction energy (Eint

SAPT) of the water
dimer leads to a value of -4.38 kcal/mol.405 The lower
SAPT value is due to the fact that some of the
computationally tedious components of the interac-
tion energy have not been evaluated while obtaining
the final energy. It should be pointed out that SAPT
results obtained using very large basis sets after
inclusion of nearly all the corrections lead to a value

of -4.7 ( 0.35 kcal/mol for the interaction energy
(Eint

SAPT) of the water dimer.50,51 Regarding the geom-
etry, a RO-O distance of 2.920 Å is obtained on the
MP2/aug-cc-pVDZ-optimized structure.320 What is
more important is that the level of accuracy achieved
in the evaluation of the interaction energy at the MP4
level is nearly equivalent to that obtained at the MP2
level. Though the calculated dipole moments and
polarizabilities of these water clusters seem to be well
described at the MP2/aug-cc-pVDZ level, large devia-
tions appear in the vibrational frequencies. Hobza
and co-workers have, however, shown that these
large deviations in the vibrational frequencies can
be minimized by including both BSSE and anhar-
monic effects.80 It, therefore, emerges from the above
discussion that the choice of an adequate basis set
in most cases depends on the property of interest.

As the number of water molecules increases, the
global minimum energy structures of these clusters
exhibit signficant changes (Figure 11). Thus, the ring
structures found in the case of the trimer, tetramer,
and pentamer are not the minimum energy conform-
ers in clusters bigger than the hexamer. The hexamer
in fact heralds the onset of three-dimensional mini-
mum energy structures which suprisingly exhibit
very similar energies. Thus, in the hexamer, the cage
structure (global minimum) is very similar in energy
to the book, prism, ring, and bag structures.76 It can
be expected that in conditions at which these clusters
are formed, there is a rapid interconversion between
the various isoenergetic structures. In the case of the
octamer, a cage-like structure (cube) has been found
to be the lowest energy conformer, a fact which has
been affirmed by recent experiments.306 It is interest-
ing to note that using a Monte Carlo annealing
technique with the MCY and CCD potentials Kim et

Figure 11. Glimpse of some of the minimum energy structures obtained for different sizes of water clusters.
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al. obtained all the low-lying energy structures of
these water clusters (H2O)4-8.309

An interesting investigation of these water clusters
pertains to the contributions of various many-body
terms to the total interaction energy. Thus, in the
case of water clusters, the two- and three-body terms
contribute to nearly 95% of the interaction energy.309

The contribution from all the other higher order
terms including relaxation effects are negligible. An
elaborate review by Elrod and Saykally deals with
the role of many-body effects in intermolecular
interactions.450 Gregory and Clary in a study on the
contribution of many-body forces to the structure of
water clusters have inferred that these forces cause
a destabilization of more closed structures.313 Hence,
the minimum energy structures observed in the case
of these water clusters are very much dependent on
the extent of the contribution of the many-body
energies. In a recent contribution, van der Avoird and
co-workers decomposed the interaction energy (pair
and three-body terms) into various physical contribu-
tions using SAPT.59 Thus, the pairwise interaction
energy of the global minimum is dominated by large
contributions from both the attractive and exchange-
repulsion terms. An important aspect of this study
was that the various local minima and transition
states had smaller pairwise attractions and lower
pairwise repulsions with respect to the values ob-
served in the global minimum. In particular, they
noted that the decrease in the exchange-repulsion
term was more important for the local minima than
for the saddle points.

The methanol clusters, in contrast to the corre-
sponding water clusters, display very different ge-
ometries. While these differences can be attributed
to the presence of a single OH hydrogen in methanol,
it certainly has a bearing on the geometries of the
methanol clusters which bind to the π-system. Thus,
most calculations indicate that ring-like structures
dominate for methanol clusters as big as a decam-
er.341

A comparison of the energetics of the methanol
dimer to the corresponding water dimer indicates
that two methanol molecules are more tightly bound
to each other than two water molecules.74,327,350

Though the experimental intermolecular RO-O dis-
tance in the methanol dimer is 2.98 Å,344 very few
theoretical studies even come close to it.346,350-352

More significantly, the experimentally evaluated
distance seems to suggest that two methanol mol-
ecules are farther apart than two water molecules
in the water dimer. This is in sharp contrast to the
results obtained from theoretical calculations. It
would be interesting to probe the reasons for this
anomaly in experimental and theoretical results. It
is difficult to compare the theoretical interaction
energies of the methanol and water clusters, as very
few reliable studies are available at the same level
of theory on both of these systems. However, calcula-
tions carried on the MP2/6-311++G**-optimized
structures at the G2 level of theory by Mó et al. seem
to indicate that the interaction energy (∆E0

N) of the
methanol dimer is -3.6 kcal/mol.350 The correspond-
ing interaction enthalpy of -3.0 kcal/mol is in fair

agreement with the experimentally determined en-
thalpies (-3.2 to 3.5 kcal/mol) of the methanol
dimer.342,343 On the other hand, the experimental
enthalpies (-3.6 ( 0.5 kcal/mol) for the water dimer301

indicate that the interaction energy of the water
dimer is slightly greater than that of the methanol
dimer. An important point which emerges from
theoretical studies of the methanol clusters is the
crucial contribution of electron-correlation effects to
the total interaction energy. Thus, the differences in
results obtained from Hartree-Fock calculations and
calculations including electron correlation are more
significant in the case of the methanol clusters than
the water clusters. In the next section, we briefly
review the available literature on the interactions of
water or methanol clusters with various π-systems.

5.2. Literature Survey
The earliest theoretical study of the interaction of

water with a nonpolar π-system was carried out by
Del Bene in 1974.369 Using the 4-31G basis set, the
optimization of Et-H2O and Ey-H2O at the Har-
tree-Fock level yielded minimum energy geometries
which are remarkably accurate for that level of
calculations. However, the calculated interaction
energies are expectedly low due to the noninclusion
of correlation. In 1983, the first high-level calcula-
tions (which included MP2 calculations) of the inter-
action of ethyne with the first-row hydrides were
carried out.370 It was found that in Ey-H2O, ethyne
behaves as a proton donor. Around the same time,
Karlström carried out the first ab initio calculations
of the interaction of benzene with water.17 An inter-
molecular potential obtained from these calculations
was employed in the Monte Carlo and molecular
dynamics simulations of the interaction of water with
nonpolar solvents.17,393-396 These theoretical studies
were followed by the first matrix isolation studies of
Ey-H2O, Et-H2O, and Bz-H2O by Engdahl and
Nelander. These IR investigations led to the first
experimental confirmation of water being hydrogen-
bonded to the π-orbital system of benzene and
ethene.371,372,375,376 In the case of the Ey-H2O com-
plex, it was confirmed that water behaves as a proton
acceptor. Furthermore, the rotational spectral data
of Klemperer and co-workers provided the first clues
about the geometry of the π-H-bond in the Et-H2O
complex,373 an aspect which was examined in more
detail using microwave spectroscopy by Andrews and
Kuczkowski.374

The two-color TOFMS study by Bernstein and co-
workers was the first investigation whose aim was
to probe the geometry of the Bz-H2O complex.179

Their results based on the 00
0 spectrum indicated

that only a single cluster geometry was realized for
this system. Interestingly, this study tried to distin-
guish between the H-bonding capabilities of various
π-systems with molecules like NH3 and other al-
kanes. A number of theoretical studies which in-
cluded high-level ab initio calculations also tried to
compare the geometries and interaction energies of
various small molecule hydrides with benzene. The
use of resonant two-photon ionization (R2PI) TOFMS
by Zwier and co-workers heralded a new direction
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in experimental investigations of the larger Bz-H2
O clusters.379,380 Thus, in addition to an accurate
identification of the size of the water cluster bound
to benzene, the rotational band analysis provided
some insight into the geometry of the larger Bz-H2O
clusters. More importantly, the experimental bounds
for the interaction energy (-D0) of the Bz-H2O
complex were set at 1.63 < D0 < 2.78 kcal/mol. These
studies were accompanied by model studies of the
larger Bz-H2O clusters.396

The fully rotationally resolved spectral study by
Suzuki et al.381 and Gutowsky and co-workers382

provided conclusive proof of the exact geometry of the
Bz-H2O complex. The experimentally determined
rotational constants were consistent with an inter-
nuclear R(H2OCM-ΦCM) distance of 3.347 Å.381 The first
detailed IR spectra of the larger Bz-H2O clusters
were obtained by Zwier and co-workers for the Bz-
(H2O)1-6 clusters.383,384,386 The red shifts associated
with the OH modes of the water clusters, apart from
providing crucial insight into the Bz-(H2O)1-6 clus-
ters, also helped in the elucidation of the structures
of the larger water clusters.312 The IR investigation
of Silva and Devlin on the interaction of ethyne,
ethene, and benzene with amorphorous ice indicated
that the interaction energies are nearly twice as large
as their interaction with water.451 Cheng et al.
provided an estimate of the interaction energy (-D0)
of the Bz-H2O complex using the threshold differ-
ence method.385 The value of -2.25 ( 0.28 kcal/mol
obtained by them is in close agreement with the most
recent and precise estimate of the interaction energy
(-2.44 ( 0.09 kcal/mol) of the Bz-H2O complex.389

Felker and co-workers using the mass-selective,
ionization-loss simulated Raman spectroscopy (IL-
SRS) provided important information on the inter-
molecular modes of Bz-(H2O)1-5.387 A notable obser-
vation made by them was that the Bz-(H2O)2 cluster
exhibited particularly strong intermolecular Raman
bands.387 The most recent experimental observations
pertain to the IR spectrum of the Bz-(H2O)8 and Bz-
(H2O)9 clusters.388,390,391 Thus, the Bz-(H2O)8 spectra
gives a spectacular demonstration of the presence of
cubic structures in water clusters, which is very
different from what is observed in the case of the
lower water clusters.

On the theoretical front, high-level ab initio cal-
culations of the Bz-(H2O)n)1-3 clusters were carried
out by Jordan and co-workers.397 Apart from the
assignment of all the OH stretch modes of the
experimental spectra, they demonstrated that the
water dimer exhibits the strongest interaction with
the benzene ring.397,401 Employing a combination of
diffusion quantum Monte Carlo and ab initio meth-
ods, Clary and co-workers calculated the transistion
states, rearrangement mechanisms, and tunneling
splittings for both the Bz-(H2O)1 and Bz-(H2O)2
clusters.398,399 Using the quantum mechanical expec-
tation values for various configurations of the Bz-
(H2O)1 complex, Kim and co-workers obtained an
accurate description of the geometry and good esti-
mates of the interaction energy.400 Tachikawa and
Igarashi tried to probe the ionization mechanisms of
the Bz-(H2O)1 and Bz-(H2O)2 clusters using direct

ab initio dynamics.403 Recently, using very large basis
sets and high levels of correlations, Feller arrived at
an interaction energy (∆E0

B) of -2.9 ( 0.2 kcal/mol
for the Bz-(H2O)1 complex.77 It is interesting to
highlight one of the recent theoretical studies of
Felker and co-workers, wherein the various inter-
molecular modes of the Bz-H2O complex were as-
signed by carrying out six-dimensional calculations
using the filter diagonalization method.404 A recent
theoretical examination of the Bz-(H2O) clusters by
Tarakeshwar et al. tried to probe the origin of the
interaction energy of the Bz-(H2O) complex and also
compared the π-H interaction in both the Bz-(H2O)
and Et-H2O complexes.405

Along parallel lines, a number of investigations
have been carried out on the complexes of these water
clusters with other π-systems. Since the interactions
of water or methanol clusters with phenol (PhOH),
benzonitrile (PhCN), and purine and pyrimidine
bases are mainly mediated by the ring substituents
constituting them, we focus our attention on interac-
tions involving other substituted benzenes such as
fluorobenzene, p-difluorobenzene, and toluene and
larger π-systems such as anthracene, perylene, and
indole.

Extensive experimental studies employing the IR/
R2PI spectroscopic method have been carried out on
the clusters of various substituted benzenes by the
group of Brutschy and co-workers.407-409 A detailed
description of these studies are available from the
review of Brutschy in this issue. These studies
indicated that the interaction of fluorobenzene and
p-difluorobenzene with various water clusters was
very different from that observed in the PhOH-
(H2O)n clusters. The effect of the fluorine substitution
on the π-bonding capability of the π-system is el-
egantly illustrated in the theoretical calculations of
Danten et al.411 and Gallivan et al.412 Thus, the
calculations of both of these groups indicated that in
the interaction of hexafluorobenzene with water, the
oxygen atom of water behaves as a Lewis base and
the aromatic system behaves as a Lewis acid.411,412

On the other hand, a detailed theoretical investiga-
tion of the FBz-H2O and DFBz-H2O complexes by
Tarakeshwar et al. indicated that unlike the Bz-H2O
system, the covalently bonded fluorine atom is in-
volved in a σ-type of interaction with the water
molecule.413 This is very unusual because covalently
bound fluorine atoms, unlike their anionic counter-
parts, are not known to be involved in hydrogen
bonding. A very recent experimental and theoretical
study of the interaction of difluoromethane with
water by Caminati et al. also confirms the existence
of the C-F‚‚‚H-O type of interaction.452 It would be
shown later that the geometries of these fluoroben-
zene and difluorobenzene clusters exhibit dramatic
changes when the number of water molecules are
increased. The rotational spectra of the aniline-
(H2O) complex answer a very interesting question.417

Where does the water molecule interact when con-
fronted with both a lone pair of a heteroatom and an
aromatic π-system? The structure obtained from both
the rotational spectra and ab initio calculations
indicates that the water hydrogens bind to the
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nitrogen lone pair.417 Theoretical calculations of the
pyridine-(H2O) system yield similar results.416 The
situation becomes more interesting in the case of the
interactions of these water clusters with indole.
Extensive experimental studies have recently been
supported by some detailed theoretical calculations
on the interactions of various water clusters with
various substituted indoles.419-431 Indole, due to the
presence of the pyrrole nitrogen, behaves as a H-bond
donor (through the N-H group) and as an acceptor
(through the π cloud). Thus, the question is where
the water molecule would be bound? In the case of
the indole-(H2O)1, indole behaves as a proton donor.
However, in the case of the N-methyl indole-(H2O)1
interaction, the water molecule behaves as a proton
donor.429,430 It becomes evident that small changes
in the substituents lead to spectacular changes in the
nature of the interaction of these water molecules
with different π-systems. The question raised in the
course of the investigations of indole-(H2O) clusters
could be extended a little further. Where would the
water bind if confronted with a series of coupled
aromatic rings? The recent electronic spectroscopic
studies of the anthracene-(H2O)1 and perylene-
(H2O)1 clusters is a point in the direction of answers
for this question.416

There have been few studies on the complexes of
methanol clusters with different π-systems. Interest
in the complexes of methanol clusters emerged from
the realization that nucleophilic substitution reac-
tions occur in van der Waals clusters of FBz-
MeOH.10,435,436 On the basis of the results obtained
from the experimental REMPI spectra of fluoroben-
zene with different sizes of methanol clusters, Brut-
schy and co-workers concluded that nucleophilic
subsitution reactions take place only when the metha-
nol cluster size is larger than two.434 Further studies
by Maeyama and Mikami suggested that in addition
to the size dependence, the orientation of the clusters
is an important factor governing the progress of the
reaction.435 Recent studies by Fujii et al., which
included HF/6-31G* calculations, suggested that the
methanol forms a π structure with fluorobenzene.
However, in recent experimental studies of methanol
clusters of benzene, fluorbenzene, p-difluorobenzene,
and p-chlorofluorobenzene (ClFBz), which were sup-
ported by calculations at the MP2/6-31+G* level, very
interesting results were obtained on both the struc-
tures and energetics of these clusters.443,444

Parallel to these efforts, Zwier and co-workers
extensively investigated the complexes of the metha-
nol clusters with benzene and also the complexes of
mixed water-methanol clusters with benzene. In the
course of their investigations on the Bz-MeOH
clusters, they also explored the intracluster ion
chemistry initiated by R2PI of these complexes.437,438

Their results showed that the Bz-(MeOH)3 complex
exhibits the strongest interaction of the methanol
cluster to the benzene π cloud. Progressive addition
of methanol molecules, however, leads to a waning
of the interaction of the methanol clusters to benzene.
Thus, in the Bz-(MeOH)5 complex, there is no
discernible interaction of the methanol cluster with
the benzene π cloud. This is unlike what is observed

in the case of the Bz-(H2O)n complexes. The IR
spectra of these clusters reveal some interesting
features. Thus, the red shift associated with the π-H-
bond in the Bz-(MeOH)n complexes are larger than
those associated with the π-H bond in the Bz-
(H2O)n clusters.439 Recently, it was shown that the
frequencies associated with the methanol C-H
stretching modes could also be employed to charac-
terize the H-bonding arrangement prevailing in these
clusters.441 Investigations of ternary Bz-(H2O)m-
(MeOH)n clusters seem to indicate that cooperative
effects contribute to the strength of the π-H-bond
formed between methanol and benzene. Moreover,
the strength of the π-H-bond formed by chain-like
clusters is higher than that formed by cyclic clusters
of methanol and water.

5.3. Geometries
Early theoretical attempts to characterize the

geometry of these complexes were generally affected
by the exclusion of electron correlation in the calcula-
tions. Given this scenario, the MP2/6-31G** calcula-
tions of Bz-H2O by Suzuki et al., which included
geometry optimizations at the same level, gave a
glimpse of the accuracy which could be achieved in
the theoretical characterization of these π-complexes.
Thus, the theoretically obtained geometrical param-
eters of RCM-CM

calcd ) 3.195 Å, Θcalc ) 24° of the Bz-
H2O complex are in good agreement with the experi-
mentally determined values of RCM-CM

exp ) 3.347 (
0.005 Å, Θexp )20°; ∆Θ )15°, where ∆Θ represents
the fluctuation.381

Kim et al., after taking into account the corrections
due to anharmonicity and rovibration coupling to-
gether with a 50% BSSE corrrection, obtained a
quantum mechanical expectation value of RCM-CM )
3.347 Å,Θ ) 25°; ∆Θ )15°.400 This is in excellent
agreement with the experimental value. On a similar
note, the predicted value of the average rotational
constant 〈B〉 )1990 MHz is in good agreement with
the experimentally obtained 〈B〉 )1995 MHz.400 These
results seem to indicate that an accurate intepreta-
tion of the structure of the Bz-H2O complex can only
be obtained after taking into account the wide-
ranging zero-point vibrational motion.

The most recent theoretical investigation, which
included optimizations at both the CCSD(T)/aug-cc-
pVDZ and MP2/aug-cc-pVQZ levels, yielded RCM-CM
values of 3.235 and 3.211 Å, respectively.77 The
corresponding MP2/aug-cc-pVDZ distance is 3.240
Å.405 It can be seen from these numbers that the use
of a very large basis set or very high levels of
correlation has only a marginal influence on the
calculated geometries. The use of a medium-sized
basis set at the MP2 level, however, yields reasonable
geometries.

One of the questions which emerges from the above
is on how the intermolecular RCM-CM distance is
influenced by changes in the π-system. Recent cal-
culations from our group indicate that the MP2/aug-
cc-pVDZ RCM-CM distances for Et-, Bz-, and Tol-
H2O are 3.286, 3.227, and 3.167 Å, respectively.405

This decrease observed in the RCM-CM distance as one
progresses from ethene to toluene can easily be
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explained by the increased π densities. What happens
if other subsituents are present on the phenyl ring?
The presence of substituents such as fluorine or the
hydroxyl or cyano groups on the phenyl ring leads to
a σ-type of interaction in the case of FBz-H2O,
DFBz-H2O, PhOH-H2O, and PhCN-H2O. The in-
teractions of fluorobenzene and p-difluorobenzene are
particularly different from either phenol or benzoni-
trile because their nature of interaction changes
dramatically as the size of the water cluster increases
(Figures 12-14).413,414,448 Mention should be made of
the difficulty in theoretically characterizing the exact
geometry of the FBz-H2O complex.413 This is be-
cause, both the π- and σ-type conformers of FBz are
nearly isoenergetic. The characterization was, how-
ever, facilitated by the similarity of the experimental
vibrational spectra of FBz-H2O and DFBz-H2O.
Thus, while the theoretical vibrational spectra of the
σ conformers of both FBz-H2O and DFBz-H2O
reproduce this trend of the experimental vibrational
spectra, the spectra of π conformers are very differ-
ent. The fact that the DFBz-H2O complex possesses
a σ-type of conformation is affirmed by the recent
experimental observations of Knight and co-work-
ers.449

In the case of Bz-(H2O)2, a number of high-level
studies have dealt with this issue in detail. Before
we discuss the results of the Bz-(H2O)2, it would be
useful to have a look at how density functional theory
describes the geometry of the Bz-H2O complex.
Given the widespread usage of DFT methods in
recent theoretical calculations of intermolecular
interactions,453-459 such a comparison assumes added
importance.453 The calculations of Jordan and co-
workers on Bz-(H2O)1-3 are particularly useful in
this context because comparisons have been with the
MP2 method.397 They find that the B3LYP calcula-
tions place the water monomer about 0.39 Å further
from the benzene ring than the MP2 calculations.
Further, the B3LYP calculations predict a much
weaker interaction between benzene and water mol-
ecules. This discrepancy, though not of significance
in the case of Bz-H2O, becomes important in the case
of interactions involving electron-deficient π-systems
such as fluorobenzene or p-difluorobenzene.413 Com-
ing back to Bz-(H2O)2, the MP2 calculations of
Jordan and co-workers indicate that π-hydrogen is
closer to the benzene ring by about 0.06 Å than that
observed in Bz-H2O.397 These findings are also

Figure 12. Minimum energy structures obtained at the MP2/aug-cc-pVDZ level for some of the complexes of the water
monomer with different π-systems.

Figure 13. Minimum energy structures obtained at the
MP2/aug-cc-pVDZ level for some of the complexes of the
water dimer with different π-systems.

Figure 14. Minimum energy structures obtained at the
MP2/aug-cc-pVDZ level for the complexes of the water
trimer and tetramer with fluorobenzene and p-difluoroben-
zene.

4166 Chemical Reviews, 2000, Vol. 100, No. 11 Kim et al.



supported by higher level calculations carried out by
us.405 Another observation pertains to the intermo-
lecular O-O separation in the water dimer. Gotch
and Zwier deduced from their spectroscopic results
that the O-O distance of the water dimer in the Bz-
(H2O)2 complex decreases by 0.20 ( 0.10 Å when
compared to the neutral water dimer.379 However,
none of the theoretical calculations to date have been
able to reproduce this decrease in the O-O dis-
tance.397,399,405,414 It is interesting to note that calcula-
tions on Et-(H2O)2, Tol-(H2O)2, FBz-(H2O)2, and
DFBz-(H2O)2 also indicate small decreases in the
intermolecular O-O distance.414 However, the de-
crease is somewhat pronounced in the case of Et-
(H2O)2, FBz-(H2O)2, and DFBz-(H2O)2.

The addition of a third or additional water mol-
ecules to Bz-(H2O)2 or Tol-(H2O)2 yields some
surprises regarding the minimal energy structures.448

In the Bz-(H2O)3 complex, calculations yield two
different conformers: uud and udd, which differ on
whether the orientation of the free OH group is
pointing up or down with respect to the OOO plane
(the direction of u and d is set by benzene being
placed under the (H2O)3 cycle).401 There are small
differences in the geometries and energetics of these
conformers. The only important difference emerges
in the frequencies associated with the free OH
groups.

In the context of higher water clusters making a
transition from a σ- to a π-type of interaction with
the π-system, mention should be made of the interac-
tion of indole and N-methyl indole with water
clusters.429-431 In a detailed and extensive investiga-
tion, Carney et al. showed that while indole (Ind) has
a σ-type of interaction with a single water molecule,
a π-H-bond is formed in the case of the interaction
involving N-methyl indole. In the case of the Ind-
(H2O)2 system, the indole has a π-type of interaction
with the acceptor water and a σ-type of interaction
with the donor water molecule. The complexes of the
water trimer with N-methyl indole reveal some
interesting features regarding their conformations.
Thus, two conformers which only differ in the orien-
tation of the H-bonds (clockwise or counterclockwise)
in the water trimer cycle relative to the indole plane
are possible. Though the interaction energies are very
similar for both these conformations, these two
conformers can be distinguished in the experiments
based on their spectral characteristics. This is very
interesting, especially in the context of chiral dis-
crimination.460

Similar to what is observed in the case of the Ind-
(H2O)2 clusters, there is a dramatic change in the
minimum energy structures of the (H2O)3 complexes
of fluorobenzene and p-difluorobenzene.448 In sharp
contrast to the σ-type of structures exhibited by the
FBz-(H2O)2 and DFBz-(H2O)2 complexes, the FBz-
(H2O)3 and DFBz-(H2O)3 complexes exhibit a transi-
tion to π-type of structures. Though the σ-type of
interaction to the F atom is still present in these
complexes, it is markedly weaker than what is
observed in the complexes of the water monomer and
dimer with fluorobenzene and p-difluorobenzene. As

in the complexes of the water trimer with N-methyl
indole, the FBz-(H2O)3 and DFBz-(H2O)3 complexes
also exhibit two conformations which differ in the
orientation of the H-bonds. The differences in the
geometries of these two different conformers are
limited to the F‚‚‚H and O-O distances. However,
the interaction energies of these two conformers
reveal that they are isoenergetic. It should also be
mentioned that the semiempirical calculations of
Brenner and co-workers on the complexes of water
clusters with p-difluorobenzene are surprisingly very
accurate regarding the minimal energy geometries
of these complexes.410 Though a number of calcula-
tions have been carried out on the complexes of the
larger water clusters with benzene, all of them yield
no surprises regarding the geometries.

Only a few theoretical studies have dealt with the
geometries and interaction energies of the complexes
of these π-systems with methanol clusters. The
emphasis of most of the theoretical studies on the
Bz-(MeOH)n clusters until now has been the assign-
ment of the experimental vibrational frequencies.
However, the first theoretical investigation carried
out using empircal potentials by Garrett et al. reveals
some interesting features of these complexes.437

While the gross structural characteristics of Bz-
(H2O)1,2 and Bz-(MeOH)1,2 are very similar, they are
different for the larger clusters. These changes can
easily be attributed to the absence of a second
hydrogen in methanol. As a result, while the cyclic
water trimer can still form a π-hydrogen bond
through one of its free hydrogens, the cyclic methanol
trimer cannot do so. As a result, in the Bz-(MeOH)3
complex the methanol trimer possesses a linear
structure. Recently in an experimental and theoreti-
cal study of the interactions of fluorobenzene and
p-difluorobenzene, Buchhold et al. evaluated the
geometries and interaction energies of the methanol
monomer complexes of benzene, flurobenzene, and
p-difluorobenzene at the MP2/6-31+G* level (Figure
15).443 The calculated geometries indicate that the
methanol oxygen in the Bz-MeOH complex (RΦCM-O
) 3.318 Å) is much closer to the benzene center of
mass than the water oxygen in the Bz-(H2O) com-
plex (RΦCM-O ) )3.380 Å). This contrasts with what
is observed in the case of the water and methanol

Figure 15. Minimum energy structures obtained at the
MP2/6-31+G* level for the complexes of the methanol
monomer with benzene, fluorobenzene, and p-difluoroben-
zene.
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dimers, with the intermolecular distance being com-
paratively smaller in the case of the water dimer.

5.4. Energies

Since the experimental determination of the inter-
action energy of the Bz-H2O complex by Gotch and
Zwier379 and later by Cheng et al.385 and Courty et
al.,388 a number of theoretical investigations have
evaluated the interaction energy at different lev-
els.77,397,398,400,405 Kim et al. obtained a value of -2.74
( 0.68 kcal/mol for the interaction energy (∆E0) of
the Bz-H2O complex.400 The best estimate of the
interaction energy (∆Ee

B) of the Bz-H2O complex is
-3.9 ( 0.2 kcal/mol.77 After ZPVE corrections, the
interaction energy (∆E0

B) is found to be -2.9 ( 0.2
kcal/mol, which is in reasonable agreement with the
most recent experimentally determined energy of
-2.44 ( 0.09 kcal/mol.389 How do changes in the
π-system influence the energies of the resulting H2O
complex? A comparison of the ZPVE- and BSSE-
corrected interaction energies at the MP2/aug-cc-
pVDZ level for a number of π-complexes seem to
indicate that it is more tightly bound to toluene than
to either benzene or ethene.448 Though the high
interaction energy of the Tol-H2O can easily be
attributed to the increased electron density of the
π-system, the surprisingly high interaction energy of
the Et-H2O complex is harder to explain. The ethene
π-system is composed of only two π electrons, while
the benzene π-system is composed of six π electrons.

If one attributes the π-H bonding interaction as
resulting purely from electrostatic forces prevailing
between the water hydrogen atom and the π elec-
trons, the Et-H2O interaction energy (∆E0) should
be less strong than that calculated at -1.60 kcal/mol.
This leads to the question, which we believe is vital
in understanding the π-H interaction, of whether the
stronger interaction in Et-H2O complex results from
an extra stabilization or the relatively weaker inter-
action in Bz-H2O emerges from a destabilizing
interaction. The answer to this question and the
origin of the stabilizing and destabilizing interactions
can be obtained from a comparison of the individual
energy components of the interaction energy.

In this context it is interesting to examine how the
energetics of π-H-bonding differs from conventional
hydrogen bonding. The results obtained from a SAPT
analysis of the components of the interaction energy
of both the water dimer and the Et-H2O complex are
plotted in a histogram (Figure 16). Using the aug-
cc-pVDZ basis set, one notices that the SAPT interac-
tion energy (Eint

SAPT) of the water dimer is -4.38 kcal/
mol.405 A significant attractive contribution to the
interaction energy of the water dimer results from
electrostatic contributions (Epol

1 ) -8.25 kcal/mol).
The contributions from the dispersion and induction
terms are comparatively smaller. On the other hand,
the electrostatic contribution to the interaction en-
ergy of the Et-H2O complex (Epol

1 ) -3.78 kcal/mol)
is only about 40% of the Epol

1 found in the water

Figure 16. Comparison of different components of the interaction energy of the water dimer and the complexes of ethene
with the water monomer and dimer obtained using the aug-cc-pVDZ basis set.
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dimer. While the contributions from the dispersion
energies are nearly similar in the case of both the
water dimer and the Et-H2O complex, it is more
significant in the latter. As a result, one observes that
nearly 83% of the total interaction energy of the
water dimer is accounted at the Hartree-Fock level,
but in the case of the Et-H2O complex, only 31% of
the total interaction energy is accounted at the
Hartree-Fock level. What, however, distinguishes
between the two types of interactions are the ex-
change repulsion energies (Eexch

1 ) 8.60 kcal/mol for
the water dimer and Eexch

1 ) 5.12 kcal/mol for the
Et-H2O complex) which are very different. Though
this difference could be attributed to the increased
intermolecular separation in Et-H2O (RH-||CM ) 2.376
Å) than in the water dimer (RHd-Oa ) 1.946 Å; where
||, Hd, and Oa represent the C-C double bond, donor
hydrogen, and acceptor oxygen, respectively), subtle
differences in the values of the repulsive terms seem
to govern the energetics and hence the geometrical
preferences of complexes exhibiting the π-H type of
interaction.

This argument is illustrated in more detail in the
case of the Et-(H2O)2 complex.414 We initially com-
pare the Et-W1, Et-W2, and Et-H2O interactions,
followed by a comparison of Et-W1W2 and Et-H2O.
Here, W1 and W2 denote the acceptor and donor water
molecules of the water dimer interacting with Et in
the Et-(H2O)2 complex. It can be seen from Figure
16 that there is a decrease in the SAPT interaction
energy (Eint

SAPT) from -2.31 to -2.07 kcal/mol when
one progresses from Et-H2O to the Et-W1 complex.
This energetic decrease is associated with a decrease
in the intermolecular separation (RH-||CM ) 2.365 Å)
observed in the Et-W1 complex. A look at the energy
components reveals that the small increase in the
attractive energy components (Epol

1 ) -4.33 kcal/
mol; Eind

2 ) -3.24 kcal/mol; Eind
2 ) -2.95 kcal/mol) is

overwhelmed by the large increase in the exchange
repulsion term (Eexch

1 )6.45 kcal/mol). More inter-
esting are the energies observed in the case of the
Et-W2 complex. Though there is a large decrease in
the attractive energy components, this decrease is
also compensated by a large decrease in the repulsive
energies (Eexch

1 ) 2.11 kcal/mol; Eexch-ind
1 ) 0.38 kcal/

mol). In the case of Et-W1W2 (the dimer is considered
as a single molecule), one notices that the individual
interaction energy terms can nearly be approximated
as the sum of the interaction energy terms of the Et-
W1 and Et-W2 interactions (∼80%) and a small
correction term (∼20%) to account for the W1W2
interaction. On the basis of the above discussion, it
can be inferred that the structure and hence the
interaction energy of the Et-(H2O)2 complex is
controlled more by the contributions from the repul-
sive than the attractive terms. This is particularly
important regarding the position of W2 with respect
to W1 and Et.

Since SAPT calculations using the aug-cc-pVDZ
basis set could not be carried out on the Bz-H2O
complex, we briefly compare the results obtained for
both the Et-H2O and Bz-H2O complexes using the
6-31+G* basis set in the histogram (Figure 17). It

should be noted that the use of small basis sets and
low levels of theory only affects the accurate evalu-
ation of the dispersion terms. Even in the case of the
evaluation of the dispersion terms, the relative trends
would not be altered by the use of higher levels of
theory and large basis sets. Figure 17 reveals that
the major difference in the interaction energy of Et-
H2O and Bz-H2O complexes arises from the disper-
sion terms.

Calculations on the Bz-H2O complexes seem to
indicate that the π-H interaction energy decreases
as additional water molecules are added to the water
cluster binding to the π-system.397,401,448 A question
which arises from the above observation is whether
this is a general rule or not. A discussion of the
results obtained on the FBz-(H2O)3,4 and DFBz-
(H2O)3,4 systems is useful in this regard. It can be
seen from Figures 12-14 that in sharp contrast to
what is observed in FBz-(H2O)1,2 and DFBz-
(H2O)1,2, the higher clusters exhibit a π-H type of
interaction. Essentially this seems to indicate that
π-H-bonding becomes more favorable as the size of
the water cluster binding to either fluorobenzene or
p-difluorobenzene increases. Though it is difficult to
decompose the interaction energy of these systems,
we have tried to illustrate the differing trends of the
Bz-(H2O)1-4 and FBz-(H2O)1-4 clusters in Figure 18.
It can be easily noticed that the interaction of the
water tetramer with the π-system is stronger in

Figure 17. Comparison of different components of the
interaction energy of the complexes of the water monomer
with ethene and benzene obtained using the 6-31+G* basis
set.

Figure 18. Comparison of the interaction energies of the
complexes of benzene and fluorobenzene with different
sizes of water clusters.
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FBz-(H2O)4 than in Bz-(H2O)4. While it may be
argued that the additional stabilizing interactions in
the form of a σ-H-bond with the covalently bonded
fluorine might be responsible for this increase, it
should also be noted that the formation of a σ-H-
bond involving the aromatic fluorine atom decreases
its electron-withdrawing capabilitiy. As a result, the
π-H interaction which was energetically disfavored
in the complexes of fluorobenzene and p-difluoroben-
zene with the lower water clusters becomes more
favorable when the size of the water cluster in-
creases.

Though the minimum energy structure of the Bz-
H2O complex (Cs symmetry) possesses only a single
π-H bond, vibrational averaging due to an almost
free rotation of the water about the benzene 6-fold
axis renders the hydrogens indistinguishable. In their
paper, Augspurger et al. suggested that the potential-
energy surface is flat with respect to the exchange
of the protons in the hydrogen bond, and hence,
tunelling is probable between the two isoenergetic Cs

minima.396 The tunneling dynamics and the associ-
ated splittings of the Bz-H2O and Bz-(H2O)2 com-
plexes have been calculated from quantum simula-
tions with the diffusion Monte Carlo (DMC) approach
by Clary and co-workers.398,399 On the basis of the
DMC results and ab initio calculations, three distinct
rearrangements were found to be feasible for the
tunneling splittings. These include the C6 tunneling,
hydrogen exchange, and ring reversal in the case of
the Bz-H2O complex and the internal rotation,
hydrogen flip, and hydrogen flaps in the case of the
Bz-(H2O)2 complex.399 They found that the predicted
splitting patterns are extremely dependent on whether
empirical potentials or ab initio calculations have
employed in their evaluation. The predicted tunnel-
ing splittings have, however, not been observed
experimentally for the Bz-H2O complex. A single
tunneling splitting was, however, experimentally
identified in the case of the Bz-(H2O)2.

Coming to the methanol clusters, the MP2/6-31+G*
interaction energy (∆E0) of the Bz-MeOH complex
is -2.83 kcal/mol, which is higher than the corre-
sponding interaction energy (∆E0) of -2.01 kcal/mol
observed in the case of the Bz-H2O complex (Table
8).443 The increase in the interaction energy of the
Bz-MeOH complex is in contrast to the electrostatic
energies. Thus, the electrostatic energy (∆Ees) in the
case of the Bz-H2O complex (-7.11 kcal/mol) is
higher than that observed in the Bz-MeOH complex
(-5.66 kcal/mol). The correlation contribution (∆Ecor)
of -4.94 kcal/mol, however, compensates for the
decreased electrostatic contribution in the Bz-MeOH
complex. A similar increase in the interaction energy
of the methanol clusters over that of the water
clusters is also observed in the case of the σ-com-
plexes of fluorobenzene and p-difluorobenzene.443

The interaction energies exhibited by the ClFBz-
MeOH complexes give particular insight into the
energetics of systems where multiple H-bonding sites
are present.444 Thus, as mentioned earlier, the three
conformers (Figure 19) of the ClFBz-MeOH complex
(all of which are stable minima, characterized by
positive vibrational frequencies) exhibit different
energies. Thus, the interaction energies (∆E0) at the
MP2/6-31+G* level seem to indicate that the σCl and
π conformers are isoenergetic (-2.45 kcal/mol) but
the σF conformer (-3.38 kcal/mol) is lower in energy
than the other two conformers. This discrepancy in
energetics, however, can be resolved by the use of
larger basis sets. What is interesting, however, is the
fact that while the corresponding π conformer of
DFBz-MeOH,443 whose interaction energy (∆E0) is
-2.46 kcal/mol (the ZPVE calculation neglects the
contribution of the imaginary frequencies), is not a
stable minimum (characterized by an imaginary
frequency), the ClFBz-MeOH complex is a stable
minimum. Experimental evidence indicates the pres-
ence of the π conformer in the ClFBz-MeOH complex
and the absence of the same in the DFBz-MeOH

Table 8. Comparison of the Binding Energies and Selected Geometrical Parameters of π- and σ-Conformers of the
Substituted Benzene-Water/Methanol Complexes at the MP2/6-31+G* Level (Taken from refs 405 and 413)a]

BzπOH FBπOH FBσF DFπOH DFσF

H2O MeOH H2O MeOH H2O MeOH H2O MeOH H2O MeOH

-∆Ee
B 2.22 2.56 1.75 2.25 3.13 3.15 0.89 1.37 3.23 3.30

-∆E0
B 0.89 1.39 0.70 1.46 1.80 2.28 0.37b 1.02c 1.91 2.46

-∆Ee 3.34 4.00 2.91 3.75 4.01 4.09 2.02 2.81 4.12 4.24
-∆E0 2.01 2.83 1.86 2.96 2.68 3.22 1.50b 2.46c 2.80 3.40
-∆Ecor 2.97 4.94 2.89 5.05 2.12 2.54 2.57 4.67 2.10 2.52
-∆Ees 7.11 5.66 4.81 4.42 8.16 7.29 1.27 1.19 8.50 7.86
RO‚‚‚ΦCM 3.380 3.318 3.473 3.433 4.142 4.166 3.490 3.387 4.496 4.506
RH‚‚‚ΦCM 2.508 2.370 2.690 2.578 3.678 3.660 2.583 2.452 4.167 4.139
RH‚‚‚F 2.093 2.086 2.137 2.128
RO‚‚‚ΦH 2.367 2.393 2.318 2.326
rOH 0.974 0.974 0.974 0.974 0.974 0.974 0.973 0.973 0.974 0.974

a All energies are in kcal/mol; distances are in Å; frequencies are in cm-1. See Figure 15 for conformer definitions. ∆Ee
B and ∆Ee

are the 100% and 50% BSSE-corrected interaction energies, respectively. ∆E0
B and ∆E0 are the ZPVE-corrected ∆Ee

B and ∆Ee. The
frequencies for ZPVE correction were evaluated at the MP2/6-31+G* level. The electron correlation energy ∆Ecor is the value of
the Ee (MP2) subtracted by Ee (HF) at the MP2 optimized geometry. ∆Ees is the electrostatic (charge-charge) interaction energy
evaluated using NBO charges evaluated on the MP2 densities. RO‚‚‚ΦCM and RH‚‚‚ΦCM are the substituted benzene center-of-mass to
water/methanol oxygen and hydrogen (involved in the formation of H-bond or π H-bond) distances, respectively. RH‚‚‚F is the
fluorine to water/methanol hydrogen distance and RO‚‚‚ΦH is the water/methanol oxygen to the nearest substituted benzene hydrogen
distance in the σF conformers. rOH is the water/methanol OH bond distance. b Single imaginary frequency of 75.9 cm-1 ignored
while evaluating ZPVE. c Single imaginary frequency of 61.7 cm-1 ignored while evaluating ZPVE.
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complex. The effect of the nature of the substituent
on the energetics and the geometries exhibited by the
minimum energy conformers is exemplified in the
above example.

To distinguish the characteristics of the methanol
and water complexes of p-chlorofluorobenzene, we
recently carried out a theoretical investigation of the
ClFBz-H2O complexes.448 It can be seen from Figure
20 that though the differences in the electrostatic
contributions to the interaction energy are very
small, the correlation contributions are very high in
the case of the methanol complexes. Particularly one
can notice the marked increase of the correlation
contribution in the case of the π conformer of the
ClFBz-MeOH.

5.5. Vibrational Frequencies

The experimental vibrational frequencies are sen-
sitive probes of the cluster structure,11,383,388 and
hence, theoretical evaluations of the same enable one
to confirm the identity of the structure.461 Addition-
ally, these frequencies also help understand the
effects of subtle modifications of the cluster structure.
These modifications could include the presence of
additional water or methanol molecules or substitu-
ents on the π-system. In contrast to the complexes
of these π-systems with cations, rare gases, and
dihalogens, the determination of the structures of the
complexes of these water and methanol clusters has
been extensively aided by both the calculation and
experimental determination of the vibrational spec-
tra. Moreover, the availability of detailed spectral
information of the corresponding neutral clusters
facilitates an understanding of the effect of the
presence of the π-system on the spectra.

Thanks to the contributions of Zwier and co-
workers, a large body of spectral information is
available on the complexes of Bz with both water and
methanol clusters.383,384,386,388,390,391.397,401 This infor-
mation has been very valuable in the study of the
fundamental H-bonding topologies of these water and
methanol clusters. More important has been the
insight into the perturbing effects of Bz on these
water and methanol clusters. As said earlier, a

comparison of the experimental frequencies, which
includes anharmonic contributions to the calculated
harmonic frequencies, is tenuous. More useful is a
comparison of the experimental and theoretical fre-
quency shifts. The groups of Jordan and Zwier did
that and obtained an elaborate picture of the changes
resulting in the OH frequencies of these water
clusters as a result of their complexation with
Bz.397,401 Interestingly, the harmonic vibrational fre-
quencies evaluated using the B3LYP functional seem
to indicate that the trends in the OH spectra of water
and Bz-(H2O)n clusters are faithfully reproduced.
However, the magnitude of shifts of single-donor OH
stretch frequencies are exaggerated.

The OH frequencies of water in the Bz-H2O
complex exhibit a red shift when compared to water
in its monomeric state. The MP2-predicted red shift
of 20 cm-1 for the OH stretching frequencies of the
Bz-H2O complex is in excellent agreement with the
experimentally observed red shifts of 25 and 23
cm-1.397 One of the interesting features of the OH

Figure 19. Different conformers obtained at the MP2/6-
31+G* level for the complexes of the p-chlorofluorobenzene
with the water and methanol monomers.

Figure 20. Comparison of the interaction, electrostatic,
and correlation energies of different conformers of the
p-chlorofluorobenzene-water and p-chlorofluorobenzene-
methanol complexes obtained at the MP2/6-31+G* level.
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stretching frequencies are the changes in their
intensities. Thus, in the Bz-H2O complex, the ex-
perimental asymmetric to symmetric stretch inten-
sity ratio of the OH frequencies is about 1.5, which
is far less than the corresponding ratio of 14.5
observed in the water monomer. While this enhance-
ment of the intensity of the symmetric stretch is
reproduced in the theoretical calculations, much
interest has been evinced on the origin of this
enhancement. Two explanations have been offered
to explain the same.397 Thus, it was suggested the
intensity change could be due to either a partial
localization of the OH stretch vibrations in the
complexed state or induction. Calculations, however,
reveal that the former explanation is not right.
Support for the latter explanation comes from the
enhancement of the dipole moment of the water in
the complexed state.

In the Bz-(H2O)2 complex, there are some inter-
esting changes in the OH spectra of the water dimer.
Apart from a red shift in one of the symmetric
stretches of the water dimer due to formation of a
π-hydrogen bond, a large red shift is associated with
the donor H-bonded OH group. This red shift is easily
explained by the increase of the donor O-H bond
length as a result of the decreased O-O separation.
In the next section on the charges we show that this
decrease is associated with an increase in the electron
charge density between the oxygen atoms of the
water dimer. The calculated spectra of the uud and
udd conformers of the Bz-(H2O)3 complexes indicates
that there are very small changes in the frequencies
associated with the OH modes.401 Given the calcu-
lated energy difference of 0.6 kcal/mol between the
two conformers and hence the rapid interconversion,
it is unlikely that two distinct conformers can be
observed in the experimental spectra. Indeed, the
experimental spectra indicate the presence of only a
single conformer. One, however, notices that despite
the significant differences in the RΦCM-H distances of
the two conformers, the frequencies associated with
the π-H mode are the same. In the case of the Bz-
(H2O)6 complex, Lee et al. recently observed that
there are little changes in the IR spectral features
of both (H2O)6 and Bz-(H2O)6 complexes.433 Their
theoretical study indicates that in the Bz-(H2O)6
complex, the water hexamer possesses a cage struc-
ture. Furthermore, they were able to identify the
particular cage conformer responsible for the experi-
mental spectra of the Bz-(H2O)6 complex based on
an analysis of the calculated IR spectra of several
isoenergetic cage conformers.433 Progressing to the
Bz-(H2O)8 complex,388,390 the calculated spectra of the
S4 and D2d conformers seem to be in agreement with
the experimental observation of two different iso-
mers. Interestingly, apart from the characteristic red
shift associated with the π-H bond, very little
differences are observed in the spectra of correspond-
ing neutral water clusters and the Bz-(H2O)8 com-
plexes. A similar situation prevails in the Bz-(H2O)9
complexes wherein the three different isomers ob-
served in the experiment can be associated with three
different conformers.391 An important point which
emerges from the above calculations of the OH

spectra is that as one progresses from Bz-(H2O)1 to
Bz-(H2O)9, the single-donor OH modes are more
affected by the presence of benzene than the double-
donor OH modes.

Against the background of these results on the OH
spectra of the Bz-(H2O)n complexes, it is useful to
examine the features of the OH modes in the H2O
complexes of other π-systems. In the case of the Et-
H2O complex, the red shift associated with the
π-bonded OH mode is smaller than that observed in
the Bz-H2O complex.372,375 On the other hand, one
observes a larger red shift in the case of the Tol-
H2O complex.409 The above observations seem to
indicate that red shifts associated with the π H-bond
can be correlated with the electron density of the π
cloud. On the basis of a number of calculations of
hydrogen-bonded complexes of HF, Liu and Dykstra
concluded that the changes in the vibrational fre-
quencies of HF are primarily a consequence of (i) the
mutual, linearly varying part of the electrical inter-
actions of the species in the complex and (ii) the
intrinsic anharmonicity of the HF potential curve.462

Since the electrical interaction can easily be deter-
mined from the monomer electrical properties, the
vibrational frequency shifts could be correlated di-
rectly to the monomer properties.462 We find that
their conclusions are valid because we recently
observed that the red shift associated with the
formation of a π-H-bond can be correlated to the
electrostatic energy Epol

1 .414

In the case of the FBz-H2O and DFBz-H2O
complexes, the experimental red shifts are nearly
identical but smaller than that observed in the case
of the Bz-H2O complex.409 This red shift was initially
attributed to the formation of a π-H-bond. However,
detailed calculations indicate that the formation of
a H-bond to the covalently bound fluorine atom leads
to this red shift.413 Incidentally, the π-H-bonded
conformer of the FBz-H2O complex is isoenergetic
to the corresponding σ conformer. Hence, it was only
a knowledge of the vibrational frequencies which lead
to the correct assignment. A question which can be
raised after this discussion of the OH shifts is on the
efficacy of these theoretical methods in describing
different types of H-bonds in different π-systems. In
Figure 21 we plot the experimentally obtained and
theoretically predicted frequencies of the OH stretch-
ing modes of the Et-(H2O)2, Tol-(H2O)2, Bz-(H2O)2,
FBz-(H2O)2, and DFBz-(H2O)2 systems. It can be
seen that while shifts associated with the donor OH
modes are well-reproduced, discrepancies arise in
those associated with the π-H-bond. Interestingly,
calculations done using a larger basis set seem to
obliterate this discrepancy to a small extent.

Given the results on the OH stretching modes of
the water clusters, it is of interest to examine how
the methanol OH modes are affected by their inter-
action with various π-systems. The red shift associ-
ated with the π-bonded methanol OH mode is greater
than what is observed in the case of the π-bonded
water mode. This increase has been ascribed to the
stronger π-H-bond which can be correlated to the
increased polarizability of methanol. In the case of
the interaction of methanol with fluorobenzene and
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p-difluorobenzene, the OH red shifts seem to be more
representative of a σ-type of interaction with the
covalently bound fluorine.443 Interesting, however,
are the red shifts associated with the ClFBz-MeOH
interaction. The π-bonded conformer displays no red
shifts, and this is in excellent agreement with what
is observed in experiments.444

The focus of most theoretical calculations and
experimental observations until now has been on the
frequencies of the OH mode. It is, therefore, interest-
ing to examine whether any of the frequencies of the
π-system can serve as sensitive indicators of the π-H
interaction. In the matrix-isolation studies of the Et-
(H2O), Et-(H2O)2, and Bz-H2O complexes, Engdahl
and Nelander showed that the IR-active out-of-plane
bending modes of both Et and Bz exhibit blue
shifts.372,375 These blue shifts were employed to
evaluate the interaction energies of these complexes.
However, calculations by us on a large number of
complexes seem to indicate that these blue shifts are
sensitive indicators of the exchange-repulsion rather
than the interaction energies.405,413,414,448

5.6. Charges

In general, the formation of a conventional H-bond
results in subtle shifts in the electron density.463

Though these shifts are relatively small in magni-
tude, they can be employed as fingerprints in the
identification of such bonds. This electron density is
drawn not only from the lone pair of the acceptor
molecule participating in the H-bond but from the
entire molecule. Consequently, the density rather
than being localized over a particular region delocal-
izes throughout the donor molecule. It can be seen
from the Table 9, which lists the NBO charges
(evaluated on the MP2 densities), that there are no
discernible changes in the charges on the atoms of
the water molecule after formation of the π-H bond
in either the Et-H2O, Tol-H2O, or Bz-H2O com-

plexes. The σ-type of interaction in FBz-H2O and
DFBz-H2O, however, leads to significant changes in
the charges. One would like to see if any discernible
differences could be observed in the charge distribu-
tions of a π-H bond and a normal H-bond when both
of them are present in the same system. In Table 10
the shifts in the MP2/aug-cc-pVDZ evaluated NBO
charges of all the hydrogens and oxygens of the
acceptor and donor water molecules as a result of
complexation with the π-system are listed. It can be
seen that in both Tol-(H2O)2 and Bz-(H2O)2 com-
plexes (which exhibit a π-type of interaction) there
is little difference in the charges of acceptor oxygen
O1 as compared to O2 in (H2O)2. This is despite the
involvement of one of its hydrogens in the formation
of a π-H bond. On the other hand, in complexes
FBz-(H2O)2 and DFBz-(H2O)2, the formation of
H-bond with the fluorine of FBz and DFBz results
in a significant increase in the negative charge of
water oxygen O1. Thus, it can be said that in contrast
to the formation of a σ-H bond, the formation of a
π-H bond has no influence on the charges of water
oxygen. This contrast also extends to the hydrogen
atoms involved in the formation of both σ- and
π-bonds. Curiously, Et-(H2O)2 is an exception to this
rule. This possibly might distinguish between the
kind of H-bonds formed by an aromatic and olefinic

Figure 21. Calculated and experimental (IR) frequencies of the OH stretching modes of the water dimer (W2) in its
complexes with ethene (EW2), benzene (BW2), fluorobenzene (FW2), p-difluorobenzene (DW2), and toluene (TW2).

Table 9. MP2/aug-cc-pVDZ NBO Charge Shifts (au) of
the Oxygen and Hydrogen Atoms of the Water
Monomer in the Complexes Formed with Ethene (Et),
Benzene (Bz), Toluene (Tol), Fluorobenzene (FBz),
p-Difluorobenzene (DFBz)a

atom Et-H2O Bz-H2O Tol-H2O Fbz-H2O DFBz-H2O

O -0.010 0.0 -0.002 -0.016 -0.016
HHB 0.004 -0.003 -0.002 0.011 0.011
HNB -0.002 -0.002 -0.001 0.006 0.007

a All shifts evaluated with respect to the charges observed
in an uncomplexed water monomer. HHB: H-bonded or π-bond-
ed hydrogen of water. HNB: the remaining hydrogen. See
Figure 12 for details of the conformers. Taken from ref 405.
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π-systems. In all the complexes investigated (ir-
respective of the fact that they exhibit a π- or σ-type
of interaction), there is a significant increase in the
negative charge of the donor oxygen O2.

The “atoms in molecules” (AIM) method has exten-
sively been employed to analyze hydrogen bonds89-91

and weak van der Waals interactions. One of the
advantages of the AIM method is that one gets an
idea of changes in the electron density distribution
as a result of either bond formation or complex
formation. It should be noted that in cases of weak
van der Waals complexes, these changes may not
contribute to the total interaction energy. Recently
Abramov proposed the evaluation of the local elec-
tronic kinetic energy (G(r)) from the experimental
electron density distribution (F(r)).464 This proposal
has further been extended by Espinosa et al.465 to the
evaluation of H-bond strengths using a correlation
between the local electronic kinetic energy and the
local electronic potential energy. The H-bond strengths
of some of the complexes of the water dimer with
various π-systems, evaluated using the methodology
of Espinosa, are given in Table 11.414 One readily
notices that the numbers reveal some interesting
features of the electron density distributions. It can
be seen that compared to the isolated (H2O)2, there
is an increased electron density between the two
water molecules in the complexed state. This in-
creased electron density translates into a higher
potential energy and hence the greater strength of
the water H-bond. These data imply that in the
presence of a π-system, the H-bond strength of the
two water molecules increases dramatically. It would
be interesting to extend these observations to explain
the experimental fact that Tol, FBz, and DFBz are
more immiscible in water than Bz. Results from

studies on the corresponding methanol clusters might
help explain the miscibility of these π-systems in
methanol and their immiscibility in water.

What one learns from these theoretical investiga-
tions of these complexes of water and methanol
clusters with different π-systems is the role of
individual interaction components in governing the
geometry and interaction energy. Another aspect
which also merits mention is that the increasing size
of the water or methanol cluster can favor geometries
which are otherwise disfavored for the small clusters.
It is interesting to observe the differences exhibited
by the fluorinated benzenes regarding their interac-
tion with different systems.

6. π-Complexes with Lewis Acids

A number of Lewis acids are extensively employed
as catalysts in a number of organic reactions involv-
ing π-systems. Prominent among them are the hy-
drogen halides and the trihalides of aluminum and
boron. There have been very few reports either
experimentally or theoretically on whether the in-
teractions of these Lewis acids with the different
π-systems involved in various organic reaction has
any influence on the observed reaction rates. This is
because the role of the Lewis acid was perceived to
be only restricted to the generation of a precursor (for
example, an electrophile in electrophilic aromatic
substitution reactions) which then subsequently in-
teracts with the π-system. However, on a parallel
front it has been known for quite some time that
molecules containing π-electrons interact with Lewis
acids to form weak “donor-acceptor” complexes in
solution or strongly bound organometallic com-
pounds.466

Table 10. MP2/aug-cc-pVDZ NBO Charge Shifts (au) of the Oxygen and Hydrogen Atoms of the Water Dimer in
the Complexes Formed with Ethene (Et), Benzene (Bz), Toluene (Tol), Fluorobenzene (FBz), p-Difluorobenzene
(DFBz)a

atom Et-(H2O)2 Tol-(H2O)2 Bz-(H2O)2 FBz-(H2O)2 DFBz-(H2O)2

O1(W1) -0.013 0.001 0.001 -0.013 -0.013
O2(W) -0.008 -0.010 -0.009 -0.007 -0.008
H(W1) 0.005 0.0 -0.001 0.009 0.009
HNB(W1) -0.003 -0.002 -0.002 -0.001 0.0
H2(W2) 0.004 0.005 0.004 0.009 0.009
HNB(W2) 0.006 0.005 0.004 0.007 0.009

a All shifts evaluated with respect to the charges observed in an uncomplexed water dimer. See Figure 13 for details of the
water molecules. Taken from ref 414. O1: oxygen attached to the π or σ H-bonded hydrogen., O2: donor oxygen. HNB: free hydrogens
in the water dimer. H: π or σ H-bonded hydrogen. H2: donor hydrogen.

Table 11. AIM Estimated H-Bond Energies of the Water Dimer Complexesa

atom (H2O)2 Et-(H2O)2 Tol-(H2O)2 Bz-(H2O)2 FBz-(H2O)2 DFBz-(H2O)2

MP2/6-31+G*
W1.W2 -7.64 -8.05 -8.42 -8.02 -8.50 -8.50
chrom.W1 -2.27 -2.19 -2.05 -6.50 -6.18
chrom.W2 -2.30 -2.31 -1.22 -4.06 -4.37

-1.05

MP2/aug-cc-pVDZ
W1.W2 -5.54 -6.02 -6.60 -6.13 -6.77 -6.79
chrom.W1 -2.18 -2.33 -2.19 -5.13 -4.94
chrom.W2 -1.76 -2.08 -1.28 -3.30 -3.53

-1.15
a All energies are in units of kcal/mol. See Figure 13 for details of the water molecules. Taken from ref 414.
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6.1. Literature Overview

A number of experimental and theoretical studies
exist on the interaction of the hydrogen halides with
different π-systems. In the early 1980s, Flygare and
co-workers carried out a series of studies on the
complexes of HCl and HF with ethyne, ethene, and
benzene using microwave spectroscopy.467-471 It
emerges from their experiments that both ethyne and
ethene behave as proton acceptors with the acidic
hydrogen seeking the high electron density at the
centers of the carbon-carbon bonds. Thus, the in-
teractions of ethyne with the hydrogen halides are
very different.369 The experimental data seem to
suggest that the Bz-HCl and Bz-HF complexes
display very different characteristics regarding the
observed geometry.466,472 In the case of Bz-HCl, the
HCl center-of-mass is positioned on the benzene C6
axis with the orientation of the HCl axis being
described by the angles φ and θ (Figure 22). The
authors indicate that the intermolecular potential is
nearly isotropic in φ for any arbitrary θ. The Bz-HF
complex is different from the Bz-HCl complex in the
context of the position of the center-of-mass of HF.472

It can be seen from Figure 22 that the HF and the
benzene C6 axis are located on the cones about the
center-of-mass line. As ø approaches zero, the center-
of-mass line will become nearly coincident with the
C6 axis. An aspect which merits attention is the
location of the acidic hydrogen in the case of the Bz-
HF and Bz-HCl complexes. In both the Bz-HF and
Bz-HCl complexes, the acidic hydrogen is directed
toward either the ring or one of the benzene carbon
atoms, with the latter tendency being more pro-
nounced in the case of Bz-HF. The emphasis of the
resonance-enhanced multiphoton ionization (REMPI)
study of the Bz-HCl and related complexes was on
evaluating the interaction energies.473 Thus, the
interaction energy (-D0) of the Bz-HCl complex is
in the range from -1.8 to -3.8 kcal/mol.473 Replace-
ment of the hydrogen of the HCl molecule by a
methyl group leads to a decrease in the interaction
energy of the Bz-CH3 Cl complex to ca. -1.5 to -3.4
kcal/mol.474 Walters et al. using the photoionization
technique deduced the interaction energy (-D0) of the

Bz-HCl complex to be in the range -4.79 ( 0.12
kcal/mol.475 However, there have been no experimen-
tal reports of the interaction energies of the Bz-HF
complex to date. Using vibrational predissociation,
the interaction energies of the Ey-HCl and Ey-HF
complexes were accurately estimated by Miller and
co-workers.476,477 The focus of a recent experimental
and theoretical study has been on the ab initio
assignment of the experimentally obtained vibra-
tional frequencies.478 An infrared spectroscopic study
of the Bz-HF complex also merits mention in this
regard.479 It is of interest to mention a microwave
study of the interaction of HCN with benzene in the
course of our discussion on interactions of hydrogen
halides with π-systems.480 This study indicates that
the Bz-HCN complex has very similar properties to
the Bz-HF and Bz-HCl complexes.

On the theoretical front, there have been a large
number of studies on the interactions of these hy-
drogen halides with different π-systems. Since elec-
trostatic interactions dominate the interaction energy
of these complexes, it might be expected that calcula-
tions at the Hartree-Fock level would be quite
successful in the prediction of both the geometries
and energies of these complexes. While this is true
for the geometries of the complexes, the calculated
interaction energies show wide variations with the
kind of basis set employed. As for the interaction of
Ey-HF, the calculated interaction energies vary from
-1.0 to -4.5 kcal/mol and for Ey-HCl from -1.2 to
-2.8 kcal/mol. The earliest estimate of the hydrogen-
bond energy of Ey-HF by Del Bene indicated a weak
interaction energy (∆Ee

N) of -1 kcal/mol.469 The use
of a larger basis set by Kollman increased the
interaction energy (∆Ee

N) to -3.2 kcal/mol.481 Pople
and co-workers did some extensive studies at the
MP2 level which included geometry optimizations to
the equilibrium structure and obtained interaction
energies (∆Ee

N) varying from -3.9 to -4.5 kcal/
mol.482 Using a large basis set at the MP2 level, the
interaction energy (∆Ee

N) of Ey-HF was estimated
to be -3.3 kcal/mol, which is in good agreement with
the recent experimentally determined interaction
energy of -3.11 kcal/mol.476,482 It is to be, however,
noted that the calculated interaction energy (∆E0

N)
of -3.3 kcal/mol was obtained using the harmonic
approximation. On the other hand, in the case of Ey-
HCl, none of the theoretical studies until now have
been able to match the experimentally determined
interaction energy of -2.38 kcal/mol.477 Thus, the
MP2 and MP3 study of Backsay et al. yielded an
interaction energy (∆E0

N) of -2.00 kcal/mol, while
the MP4 study of Pople and co-workers obtained a
value of -1.9 kcal/mol.482,487,488 In the case of the
larger systems, calculations of Sapse and Jain probed
the interactions of HF with both Bz and phenyl-
ethyne at the Hartree-Fock level.494 On the basis of
single-point calculations, which were carried out at
the MP2 level on the C6v conformers of both Bz-HF
and Bz-HCl, Bredas et al. and Cheney et al. inferred
that the interaction of HF with Bz is stronger than
that of HCl with Bz.188,189 A latter theoretical study
of Bredas and Street on different conformers of Bz-
HF [(a) HF oriented along the C6v axis of benzene;

Figure 22. Structures obtained from the rotational spec-
tra of the Bz-HF and Bz-HCl complexes. Note the
difference in the position of the center-of-mass of HF and
HCl in these complexes. (Reprinted with permission from
refs 469 and 472. Copyright 1983, American Institute of
Physics and American Chemical Society, respectively.)
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(b) fluorine on the C6 axis with the acid hydrogen
pointing toward a benzene carbon-carbon bond; (c)
HF on top of the midpoint of a benzene carbon-
carbon bond; (d) HF on top of a benzene carbon atom]
predicted that the C6v conformer is the most stable
configuration of the Bz-HF complex.495 However,
some of the shortcomings of this study are that the
basis sets employed in this study do not include
diffuse functions and the interaction energy is neither
corrected for BSSE or ZPVE. When these are taken
into account in a latter study by Tarakeshwar et al.,
one observes that the minimal energy conformer is
one in which the fluorine atom lies on the C6 axis
with the acid hydrogen pointing toward a benzene
carbon-carbon bond.496 An interesting observation
which emerges from this study is that the Bz-HCl
interaction is stronger than the Bz-HF interac-
tion.496 This is in sharp contrast to what is observed
in the case of Ey-HF and Ey-HCl. Two recent
studies have concentrated on two different aspects
of the interaction of the hydrogen halides with these
π-systems. Thus, the differences in the interactions
of these π-systems when HF is substituted by LiF is
the focus of one study.497 The other study investigated
the applicability of DFT methods in the description
of these complexes.498

There are very few reports on the interactions of
either the boron trihalides or aluminum trihalides
with different π-systems. Thus, van der Veken and
co-workers evaluated the enthalpies of the interaction
of boron trifluoride with double-bonded systems such
as ethene and propene and triple-bonded systems
such as ethyne and propyne using IR spectros-
copy.499,500 The enthalpies were also evaluated theo-
retically at the MP2/6-31+G* level and compared to
the experimental quantities. A detailed vibrational
analysis was also carried out on the resulting com-
plexes.499,500 Fau and Frenking recently compared the
interactions of borane with dihydrogen, ethyne, and
ethene using Bader’s AIM methodology.501 The in-
teraction of benzene and ethene with both the boron
and aluminum trihalides was the focus of some very
recent theoretical investigations of Tarakeshwar et
al.502-504

6.2. Theoretical Studies

There are very few theoretical studies which have
compared the interactions of these hydrogen halides
with different π-systems. Recently, the interactions
of HF with ethyne, ethene, and benzene were inves-
tigated at the MP2 level using the 6-31++G** basis
set.497 The interaction energies (∆Ee

B) seem to indi-
cate that HF is most strongly bound to ethene (-3.59
kcal/mol), followed by ethyne (-3.29 kcal/mol) and
benzene (-3.21 kcal/mol). However, the ZPVE cor-
rections dramatically alter the relative stabilities.
Thus, calculations carried out at the MP2/aug-cc-
pVDZ level reveal that after BSSE and ZPVE cor-
rections, the Bz-HF (-2.67 kcal/mol) interaction is
stronger than the Et-HF (-2.35 kcal/mol) interac-
tion.497

The calculations carried out at the MP2/6-311++
G** level on the Bz-HF and Bz-HCl complexes

reveal the differences which result from changes in
the kind of hydrogen halide interacting with the
π-system. Thus, one obtains a Cs structure as the
minimum in the case of the Bz-HF complex (Figure
23).496 In this structure, the hydrogen of HF points
to the midpoint of a C-C bond. On the other hand,
only a single minimum possessing a C6v symmetry
is observed in the case of Bz-HCl.496 While the
calculated geometries are in agreement with the
experimentally determined numbers, what is more
interesting are the interaction energies of these
complexes. At the MP2/6-31+G* level, the calcula-
tions indicate that the Bz-HF interaction is stronger
than the Bz-HCl interaction. However, when one
employs the 6-311++G(3df,2p) basis set, the Bz-HCl
interaction becomes stronger than the Bz-HF inter-
action. It can be seen from the Table 12 that while
electrostatic energies dominate the Bz-HF interac-
tion, there is nearly an equal contribution from both
electrostatic and dispersive energies in the case of
Bz-HCl. Thus, the choice of the basis set plays a
crucial role in determining the dispersive contribu-
tion and hence the interaction energy of the complex.

In the case of the interactions of the boron and
aluminum trihalides with ethene, the staggered Cs
conformers wherein one of the Y-X (X ) H,F,Cl)
bonds is orthogonal to the C-C double bond of the

Figure 23. Minimum energy conformers of the Bz-HF
and Bz-HCl complexes obtained at the MP2/6-311++G**
level.

Table 12. Calculated Binding Energies, Selected
Geometrical Parameters of and Conformers of the
Bz-HF and Bz-HCl Complexesa

MP2/6-31+G* MP2/6-311++G(3df,2p)b

Bz-HF Bz-HCl Bz-HF Bz-HCl

on-bond C6v C6v on-bond C6v C6v

-∆Ee
B 3.44 3.20 2.55 4.15 4.08 4.33

-∆E0
B 1.88 1.47 1.52 2.56 2.30 3.30

-∆Ee 4.53 4.31 4.03 5.14 5.04 5.52
-∆E0 2.97 2.58 3.00 3.55 3.26 4.49
-∆Ecor 2.68 2.69 4.48 3.33 3.18 5.90
-∆Ees 10.22 11.36 6.36 8.33 8.69 4.99
RH-Φ 2.375 2.250 2.330 (2.330) (2.302) (2.306)
RX-Φ 3.277 3.196 3.615 (3.236) (3.223) (3.584)
RH-X 0.948 0.946 1.285 (0.921) (0.920) (1.278)

a All energies are in kcal/mol; distances are in Å. ∆Ee
B and

∆Ee are the 100% and 50% BSSE-corrected interaction ener-
gies, respectively. ∆E0

B and ∆E0 are the ZPE-corrected ∆Ee
B

and ∆Ee. The frequencies for ZPE correction were evaluated
at the MP2/6-31+G* level. The electron correlation energy
∆Ecor is the value of the Ee (MP2) subtracted by Ee (HF) at
the MP2 optimized geometry. ∆Ees is the electrostatic (charge-
charge) interaction energy evaluated using NBO charges. RH-Φ
and RX-Φ are the distances from the benzene center of mass
to the hydrogen and halide atom, respectively. RH-X is the
hydrogen halide distance. See Figure 23 for details of the
conformers. Taken from ref 496. b MP2/6-311++G(3df,2p)/
MP2/6-311++G**.
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ethene are the minimum energy structures (Figure
24). In the case of their complexes with benzene, the
B or Al atom is directly placed over one of the carbon
atoms and is extremely close to the benzene π-plane
as can be seen from Figure 25. Conformers in which
the Al or B atom is directly placed over the C6v axis
of benzene are all second-order saddle-point struc-
tures. Interesting is the intermolecular distance
separating the YX3 moiety from the benzene carbon
in the minimum energy structures obtained at the
MP2/6-311++G** level. In the case of the boron
trihalides, the distances range from 2.456 to 3.223 Å
with the Bz-H2O complex exhibiting the largest
separation. In sharp contrast, the benzene complexes
of the aluminum trihalides exhibit very short inter-
molecular distances (2.324-2.571 Å) and the Bz-
H2O complex exhibits the smallest separation.

A major difference in the binding of benzene or
ethene with BX3 and AlX3 is that in the AlX3
complexes, electrostatic interactions have a dominant
contribution to the interaction energy, while in the
BX3 complexes, dispersive interactions have a domi-
nant role. The various energies are plotted in a

histogram format in Figure 26. One observes that the
AlX3 complexes conform to the general behavior of
donor-acceptor complexes (i.e., electrostatic interac-
tions dominate the interaction energy) with some
notable exceptions. The AlX3 complexes, in general,
with the exception of the Et-AlH3 complex, are
characterized by large interaction energies (∆E0) in
the range of (-8 to -17 kcal/mol). This is in contrast
to what is observed in the case of the BX3 complexes
(-3.3 to -5.9 kcal/mol). Of particular interest are the
energies exhibited by the BF3 and AlF3 complexes.
While the ethene and benzene complexes of BF3
exhibit the lowest interaction energies among the
boron-containing complexes, the corresponding AlF3
complexes exhibit the largest interaction energies.

A question which is of interest in the context of the
geometries and interaction energies of the Bz and Et
complexes of these Lewis acids is on whether these
interactions lead to any changes in the charge
characteristics of the π-system. This question as-
sumes particular significance due to the widespread
usage of Lewis acids as catalysts in electrophilic
aromatic substitution reactions. Figure 27 reveals
that the carbon atom of Bz which lies directly below
the Lewis acid exhibits a dramatic increase in the
negative charge when compared to the remaining five
carbon atoms. A simultaneous increase in the positive
charge on the hydrogen atom attached to this carbon
can also be seen. This increase in the negative charge
(or nucleophilicity) of the carbon atom could ease an
electrophilic attack on this particular benzene carbon
as a result of a significant lowering in the activation
energy. Furthermore, the increase in the positive
charge on the hydrogen attached to this carbon would
facilitate its departure after an attack by an electro-
phile.

It is of interest to note that these charge effects
are not limited to these Lewis acids. Similar effects
are also observed in the interaction of different
electrophiles (cations) with Bz.

7. Summary and Outlook
In this review, we have discussed the interactions

of a number of π-systems with different ligands
ranging from the simplest rare-gas atom to the more
complex water or methanol clusters. Some of the
salient results obtained from theoretical calculations
of these complexes are outlined below. (i) The char-
acteristics of the interaction energies of these π-com-
plexes are dependent on both the nature of the ligand
and the π-system. Thus, when the ligand is a metal
cation, electrostatic interactions dominate the inter-
action energy. Dispersive interactions dominate when
the ligand is either a rare-gas atom or a nonpolar
molecule (gas dimers, hydrocarbons). A combination
of electrostatic and dispersive interactions govern the
interaction energy when the ligand is polar (water
or methanol clusters, Lewis acids). In all cases, the
repulsive interactions have a vital role in governing
the observed geometry. (ii) When an electron-donat-
ing substituent is present on the aromatic ring, the
resulting π-complexes formed have enhanced interac-
tion energies compared to benzene. This enhance-
ment is due to an increase in both dispersive or

Figure 24. Minimum energy conformers of Et-BX3 and
Et-AlX3 (X ) H, F, Cl) obtained at the MP2/6-311++G**
level.

Figure 25. Minimum energy conformers of the Bz-BX3
and Bz-AlX3 (X ) H, F, Cl) obtained at the MP2/6-
311++G** level.
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electrostatic interactions. On the other hand, the
geometries of complexes formed with aromatic rings
having electronegative substituents is extremely
dependent on the characteristics of the interaction
energy. Thus, when the interaction energy is domi-
nated by dispersive interactions, a π-type of complex
is formed. When electrostatic energies predominate
the interaction energy, a σ-type of complex involving
the electronegative substituent is formed. When the
ligand is a water or methanol cluster, the size of the
cluster interaction with the π-system has a crucial
influence on the nature of the resulting structure (σ
or π). (iii) While the formation of a conventional

H-bond is governed by electrostatic interactions,
dispersive interactions play an important role in the
formation of a π-H-bond.

The results obtained from calculations carried out
using DFT methods seem to indicate that the present
functionals are not suitably parametrized to describe
the long-range dispersive interactions prevalent in
these weakly bound complexes of π-systems.

Some of the species whose interactions with these
π-systems that have not been discussed in these
review are sulfur-containing molecules and anions.
There have been few experimental and theoretical
studies of the interactions of sulfur-containing mol-
ecules with π-systems.505-509 Given the role of sulfur-
containing amino acids in governing the structure of
proteins and their presence in a number of active
sites in enzymes, it would be worthwhile to examine
both the energetic extent and the nature of sulfur-
containing molecules with π-systems.

The interactions of electron-rich anions with vari-
ous π-systems are also of interest, given the impor-
tance of electron solvation and electron-transfer
phenomena in both biology and chemistry.510-514 The
recent investigations of electrons solvated in water
clusters have yielded a number of surprises regarding
the structures (Figure 28) and properties of these
systems.364,368 A beginning has already been made in
that direction given the recent spate of articles on
the structure and properties of anionic π-com-
plexes.515-519 More details on some of these systems

Figure 26. Comparison of the interaction, electrostatic, and correlation energies of the lowest energy conformers of the
Et/Bz-BX3 and Et/Bz-AlX3 complexes obtained at the MP2/6-311++G(3df,2p) level.

Figure 27. MP2/6-311++G(3df,2p) NBO charges of dif-
ferent carbon atoms of benzene in the Bz-AlX3 complexes.
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can be obtained from the review of Schermann in this
issue.

It can also be observed from this review that the
number of investigations on the interactions of
methanol with various π-systems is also sparse. A
paradox which has confronted a number of chemists
since ages has been the solubility of benzene in
methanol and its insolubility in water. It would be
of interest if an explanation could be obtained from
investigations of complexes of these π-systems with
methanol clusters.

Much effort has gone in the recent past in applying
the knowledge gained from theoretical investigations
of various types of interactions in the design of
functional molecular systems. In recent years, we
focused our attention on the interactions of π-systems
with biologically and chemically important hosts/
guests and their role in the active sites of en-
zymes.520-521 The preliminary results obtained on
related systems seem to indicate that this area could
be a promising field of research soon.

8. Abbreviations
AIM atoms in molecules
B3LYP Becke’s three-parameter hybrid functional

using the Lee, Yang, and Parr correlation
functional

BSIE basis set incompletion error
BSSE basis set superposition error
CCSD coupled-cluster singles and doubles substitu-

tion
DFT density functional theory
CCSD(T) coupled-cluster singles and doubles substitu-

tion with triples excitation
HF Hartree-Fock, hydrogen fluoride
ILSRS ionization-loss simulated Raman spectroscopy
IR infrared
MIDI Huzinaga’s 21 split valence basis set
MP2 second-order Møller-Plesset perturbation

theory
NBO natural bond orbital
RCS rotational coherence spectroscopy
SM supermolecular

SAPT symmetry adapted perturbation theory
TOFMS time-of-flight mass spectroscopy
ZPVE zero-point vibrational energy
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10. Note Added in Proof
In the discussion of competition between cation-π,

cation-solvent, and hydrogen bond interactions, the
work of Lisy and coworkers,522 merits mention.
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